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Abstract—The OVBOX (ORLANDOVviols consort box) is a
tool for immersive network audio transmission with low delay
and interactive spatial rendering on each client. In this paper,
we demonstrate its extension to the transmission of electroen-
cephalography (EEG) signals, which forms the basis for low-
delay hyperscanning in telepresence scenarios. In addition to
microphone signals, motion data, EEG signals and any other
data can be exchanged in the Open Sound Control (OSC) or
Lab Streaming Layer (LSL) protocol. This makes it possible to
analyse several modalities simultaneously over the Internet. The
methods used are described, a performance analysis and example
hyperscanning data of a motor/audio task are presented.

Index Terms—low delay network audio, hyperscanning, multi-
modal data transmission

I. INTRODUCTION

The study of social interaction is an important area of
research in psychology and neuropsychology, as well as in
applied fields like hearing aid research. One specific focus is
on interpersonal synchrony [1], where studies have shown that
both behavior and physiological characteristics can synchro-
nize between people during interactions like conversations.
Social interactions help people understand each other and form
social structures such as families [2]. While the social nature
of humans has been known for a long time, the study of brain
activities during social interactions has only begun in the last
decade [3]. New research in social neuroscience suggests that
studying the brain activities of people interacting can give
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insights into their mental processes [4]. Methods like hyper-
scanning and pseudo-hyperscanning are used to measure how
brains synchronize. Hyperscanning records brain activities of
participants at the same time, while pseudo-hyperscanning
does this for one person at a time [5]. The first study on
brain activities between people using electroencephalography
(EEG) was by Duane and Behrendt (1965), who recorded
the brain activities of identical twins at the same time and
compared their EEGs [6]. Recent reviews have looked at
current methods used in hyperscanning studies, showing the
progress and challenges in measuring brain coupling [7].

In traditional hyperscanning studies investigating interper-
sonal synchrony, the test subjects are typically in close prox-
imity to each other so that several EEG systems can be used
to record simultaneously [8]. If the test subjects are together
in the same room, it is not easy to manipulate individual
aspects of the interpersonal parameters, such as movement
behaviour, time delay of the speech signal, or similar aspects of
the communication. To overcome this problem, earlier studies
were carried out with communication situations in telepresence
[9]-[11]. If telepresence is to be used as a model for face-to-
face communication, then similar criteria apply to the time
delay requirements from mouth to ear (end-to-end delay) as
for networked music performances (NMP). It is therefore
recommended that, rather than utilising conventional video
conferencing tools, specialised audio transmission tools with
minimal delay be employed, as they are also employed for
NMP. This makes the research of acoustic and multimodal
communication via telepresence an application of the Internet
of Sounds [12]. Several studies on EEG hyperscanning in



musicians have been performed locally [13]-[15]. However,
the integration of EEG transmission into a NMP system
is a novelty in the field of the Internet of Sounds. In the
communication research studies via telepresence by [9]-[11],
a system for audio communication in low audio latency via the
Internet, the OVBOX [16], [17], was used. This system was
originally developed to enable rhythmic music communication
via the internet. In the terminology of [12] it is a “Sound
Thing” in an Internet of Music Things (IoMT), together with
a session management service dedicated to NMP. In addition to
audio data, this system is also able to exchange other data such
as head movement data with low latency. A number of similar
tools for NMP are available (see, for example, [18]-[21]).
For an overview of these tools, see also [12]. The OVBOX
system was used in this study, as well as in previous studies
conducted by the authors [9]-[11], [22], due to its status as
an extremely open and extensible system, coupled with the
use of a low-delay interactive spatial audio engine for the
rendering of immersive interactive audio. In addition, a method
for the transmission of motion data for the remote rendering
of moving sources has already been implemented in this tool
[16]. This extension forms the basis for the addition of further
modalities.

The objective of this study is to investigate whether the
integration of EEG hyperscanning with telepresence into the
Internet of sounds is feasible, using the OVBOX system.
Previous studies have demonstrated that an internet connection
can be employed to perform hyperscanning with magne-
toencephalography (MEG) [23]. In their study, audiovisual
communication between two MEG laboratories was achieved
with a latency of just over 200 milliseconds. A common time
stamp was generated via the Global Positioning System (GPS)
and the data was recorded in a decentralised manner.

The specific aim of the present study was to transmit the
EEG signals in real time and to achieve transmission times
required for rhythmic interactions, which is below 50 ms end-
to-end delay [24]. Different methods of synchronising the
recording time were compared. Four different communication
conditions, each with two test subjects, served as proof of
concept. The two laboratories where the participants were
placed were physically separated from each other and only
connected via the Internet.

II. METHODS
A. Apparatus

An overview of the network structure, distributed over
several laboratories and servers, is shown in Figure 1. The first
laboratory, hereafter designated as ‘Lab 1°, was situated within
the Neuropsychology laboratory at the Carl von Ossietzky Uni-
versitit Oldenburg. For reference, please refer to Figure 2. The
second laboratory, designated as ‘Lab 2°, was a room within
the Auditory Signal Processing group at the same university
(see Fig. 3). The distance between the two laboratories was
approximately 2 km. In both laboratories, a 32-channel EEG
system with a mbt Smarting Pro amplifier was employed to
measure the EEG signal of the test participants, configured to a
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Fig. 1. Network structure of the experiment. The OVBOX systems in Lab
1 and Lab 2 transmitted audio and EEG data, and the device in Lab 2
also transmitted motion data. The OVBOX systems in the control room and
experimenter 2 were used for data logging and voice communication. All
OVBOX systems were configured via a central configuration server. All data
was routed through a session server.

headset

Fig. 2. Setup in laboratory 1: A test participant listens or speaks in this
laboratory. The electroencephalography (EEG) is recorded with a Bluetooth
EEG amplifier and made available in the local network as a Lab Stream-
ing Layer (LSL) stream using the manufacturer’s streaming software. The
OVBOX sends the EEG signal, microphone signal and system clock to the
session server ("cloud’).
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Fig. 3. Setup in laboratory 2: The same setup as in laboratory 1, except for
an additional e-piano, which is sent as a second audio stream.
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Fig. 4. Setup in the control room: This is the control room in which
the experimenter is monitoring and recording the data, and can provide
instructions to the test participants.
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sampling rate of 250 Hz. The EEG system in laboratory 2 was
configured to transmit 10 additional channels, which included
data pertaining to head movements. The EEG stream was
converted from Bluetooth to the Lab Streaming Layer (LSL)
[25] using the streamer software of the amplifier, running on a
dedicated computer. LSL is a network protocol for streaming
EEG and other data within a local network. The use of LSL
was essential with the amplifier in question, as the software
does not offer any other interface and the manufacturer does
not provide an SDK for direct access to the amplifier’s
Bluetooth protocol. This LSL stream was converted into a
series of Open Sound Control (OSC) [26] messages with User
Datagram Protocol (UDP) transport layer for transmission to
the remote laboratories. By using UDP transport, the generic
UDP data forwarding method of the OVBOX system could
be used to transmit the EEG data. UDP is preferred over
TCP or other higher level protocols such as Virtual Private
Networks (VPN) or WebRTC because, due to the lack of
error correction, significantly lower transmission delays and
jitter can be achieved at the cost of a slightly higher risk of
packet loss; see also [16] for discussion. For the purposes
of speech communication and multimodal data transmission,
an OVBOX system was used, comprising a Raspberry Pi 4B
computer and a Focusrite Scarlett solo USB audio interface, to
which an AKG HSD271 headset was connected. In the second
laboratory, a second audio channel, recorded from the output
of an electric piano (Yamaha P35B), was transmitted.

The data were recorded on a third system in the control
room. This recording setup was situated in the same physical
space as that of ‘Lab 2’. It consisted of an OVBOX system
combined with the datalogging sytem of the acoustic sim-
ulation and laboratory software TASCAR [27]. This system
was running on a desktop computer. The experimenter, who
was monitoring the system and controlling the data recording,
was able to communicate with the test participants via a
headset connected to the OVBOX system. A fourth OVBOX
system, again running on a Raspberry Pi 4B, was used
to facilitate communication between a second experimenter
giving instructions and the test participants. While this device
was not strictly necessary in this setup, it demonstrates that

it is in principle possible to extend the setup to include more
participants.

In this setup, the OVBOX systems were configured to use
a central session server that acts as a selective forwarding
unit (SFU) (see [16] for an overview). In this way, any
UDP data can be exchanged between the clients. All data
exchanged between the labs was routed through this server,
which was located in Frankfurt am Main, Germany, which is
about 350 km as airline distance from Lab 1 and Lab 2. In
this way, all data travelled approximately 700 km.

B. Recording conditions

In order to test whether EEG hyperscanning using the
OVBOX system is possible in general and whether low-delay
critical human interaction can be analysed using this system,
four different recording conditions were tested. As the results
serve only as a proof of concept, only one participant in each
laboratory was tested, and no statistical analysis of the data
was applied.

In the first recording condition, the task of the participant in
laboratory 1 was to play a note on a piano at irregular times.
The task of the participant in laboratory 2 was to listen to this
tone. The hypothesis is that motor potentials can be observed
before the tone in participant 1 and auditory evoked potentials
after the tone in both participants.

The second recording condition consisted of a clapping task.
The task of one participant - the leader - was to clap at a
rate of approximately 60 claps per minute. The task of the
other participant - the follower - was to join in and clap
along. Data were recorded for both combinations of leader
and follower roles. It is hypothesised that this system will
allow synchronised joint clapping and that the recorded EEG
systems will show synchronised neural activity between the
participants, reflecting the interpersonal synchrony achieved
during the clapping task.

The third recording condition was a forced turn taking
situation. The task of the participant in laboratory 1 was to
name a city. The participant’s task in laboratory 2 was to name
a city beginning with the same letter as quickly as possible.
This task was designed to test whether automatic labelling of
speech activities is possible.

The fourth recording condition was a free conversation
about superficial topics between the two participants. The aim
of this recording condition was to analyse turn-taking timing.

C. Overview of clocks and temporal alignment of datalogging

Many clocks are involved in this set-up. A primary timeline
is required to synchronise the data from all labs. The timeline
of the data acquisition system is a monotonic clock in the
control room, which is driven by the sample clock of the
control room’s audio system and counts the seconds since the
start of the measurement. This timeline, referred to below as
trec, Was chosen as the primary timeline.

In addition, the system clock of each OVBOX system was
sampled every 2 ms and transmitted to the data logger. On each
system, the clock is controlled by a subset of the network time



protocol (NTP), which uses the automatically configured time
server for synchronisation.

The time stamps of the EEG system were embedded in the
EEG LSL streams. These time stamps have an arbitrary offset
and are monotonically increasing. Similarly, the local session
time of each OVBOX system was added to the sound pressure
level streams, which is the monotonically increasing time in
seconds since session start, based on the clock of the audio
system.

The different clock times may drift apart. However, since all
of these times have low jitter, they can be used to compensate
for the jitter that occurs when transmitting over the Internet
(for a detailed discussion of jitter in Internet transmission, see

[16]).

D. End-to-End delay and network jitter measurement

Two different methods were used to estimate the end-to-end
delay Tpetwork- In the first method, the round-trip time of the
network connection (often called ping time) is measured. The
end-to-end network delay between the laboratories is half of
the round-trip time that is regularly measured in the OVBOX.
This method assumes that the end-to-end delay is symmetrical,
regardless of the direction of signal flow.

In the second method, the system time of the labs is used:
The end-to-end network delay between a laboratory and the
data recording system is the difference between the system
time of the recording system and the system time of the
laboratory at a given recording time. It is assumed that the
system clocks are well synchronised and show neither drift
nor an absolute difference.

The network jitter is the variance of the round-trip time, here
characterized by the difference between the 99% quantile and
the minimum.

E. Jitter and delay compensation

Because data is sent over a network link shared by many
other independent processes and users, the arrival time of
periodically sampled signals will be non-periodic and, in the
worst case, not even monotonic. In order to compensate for
the non-deterministic transmission delay, the original sampling
time of the sampling device is added to each data packet (or,
in the case of audio, it is periodically transmitted separately).
The audio signals are de-jittered in real time using the methods
and tools of [28] to achieve minimum stable audio delay. For
this purpose, a 13 ms jitter compensation buffer was used.
Jitter and delay of all non-audio data are compensated after
completion of the data recording. The LSL streams contain
additional jitter due to the blockwise transmission of data,
which can be treated in the same way as network transmission
jitter.

The sampling time t.nq, With negligible jitter, arbitrary
offset and drift, is compared to the recording time on the
primary timeline t.., which includes jitter due to network
transmission or buffering. First, tsng and t.ec —tseng are divided
into blocks of P samples, corresponding to two seconds, based
on the nominal sampling rate. In each completely filled block

k, the sending times ftnqr and receiving times fpj are
calculated as:

tsend,k = median {tsend}p (1)

trec,k = argmin {trec - tsend}p +tsend,k (2)

transmission time

Now a linear function C(t) = carint + Cofser 1S fitted to all
pairs (tsend,k, trec,k). The coefficients of this function include
the clock offset cofser and the drift cqrie between the primary
recording clock and the sending clock. Finally, the jitter and
delay compensated recording time on the primary timeline is
returned for each sample:

trec,comp = CV(tsend) — Thetwork (3)

Here, Thetwork 18 the estimated end-to-end network delay. Events
which occurred at the same #yec comp took place simultaneously.

In this study, the clocks of the non-audio modalities were
synchronised post-hoc. For methods of online clock synchro-
nisation in distributed systems see [29].

F. Onset detection to generate trigger signals

In two of the four recording conditions, the acoustic signal
was used as the trigger for epoching the EEG data, instead
of transmitting external trigger signals. The C-weighted Lq
short-term sound level of the microphones as well as the
attached piano in Lab 1 was measured locally in 50 ms time
windows every 4 ms. These values were sent to the other labs
for analysis.

To detect onsets, the level changes AL of two consecutive
samples were measured and the criterion ¢ was calculated:

. { 1 AL > 10dB/sample

0 otherwise
An onset was detected when ¢ changed from O to 1, which
is the first sample at which a level rise of more than
10 dB/sample was measured.

“4)

G. EEG processing and analysis

The EEG data were preprocessed using MATLAB and
eeglab [30] as described in [31]. In brief, the EEG data were
band-pass filtered between 1 Hz and 40 Hz, independent
component analysis (ICA) was performed and components
reflecting artefacts were removed.

After epoching with the trigger signals from the recording
condition in each task specific dataset, a principal component
analysis (PCA) was performed on the reconstructed EEG data.
The sum of the first four principal components normalized by
the root-mean-square (RMS) of the PCA coefficients was used
for further analysis.

H. Automated speech activity labeling

The C-weighted short-term speech levels were the basis
for automatic speech activity labelling, which is required for
automatic analysis of communication behaviour. First, the
level distribution was analysed to find a robust level threshold
to indicate speech activity, independent of background noise



and microphone calibration. Raw speech activity was detected
whenever short-term levels were above the activity threshold.
The rest of the analysis was similar to that described by
Heldner and Edlung [32]. In particular, silence intervals up to
180 ms were bridged and utterances shorter than a minimum
utterance duration of 90 ms were removed.

The detection of turns and speech overlap follows the
definition of Petersen et al. [33]. First, gaps of up to one
second within a speaker were removed. Then, short utterances
during a longer utterance of another interlocutor (typically
back-channel information) were removed. Finally, the start and
end times of each utterance were collected.

III. RESULTS
A. End-to-end network delay

The end-to-end network delay Tpewwork measured with
method 1 (i.e., based on the round trip times) was 12.3 ms
from Lab 1 to the control room, and 11.7 ms from Lab 2
to the control room. The jitter differed slightly between the
different measurements and ranged from 1 to 5 ms between
Lab 1 and the control room, and was always 0.4 ms from Lab
2 to the control room. All times were measured via the central
session server outside the university campus. The difference
can be explained by different hardware and amount of network
hubs between the laboratories and the session server.

Using method 2, that is by comparison of the system clocks,
the end-to-end network delay between Lab 1 and the control
room was 8.9 ms, 8.4 ms, 8.0 ms and 7.8 ms in the four
different conditions. The values for the connection from Lab 2
to the control room were 9.3 ms, 9.9 ms, 10.1 ms and 10.1 ms
in the four conditions. The absolute drift of the system clocks
was below 2.8 us/s in all conditions (mean drift: -0.68 us/s,
RMS: 1.95 us/s).

The fact that the estimated values using method 2 are
condition- and therefore time-dependent indicates that the
clocks are not perfectly synchronized and that a clock drift
between the system clocks remains despite NTP synchronisa-
tion. The absolute difference between method 1 and method
2 was up to 4.5 ms. The source of this difference is not clear,
see below for a discussion.

B. Bandwidth and packet loss

The transmission bandwidth consisted of the audio band-
width as well as the transmission bandwidth for LSL and audio
level data. The upload bandwidth at Lab 1 was 1.27 MBit/s,
the upload bandwidth at Lab 2 was 2.11 MBit/s, see Table I
for details. In total 2 out of 175712 samples were lost in the
transmission from Lab 1 to the control room, and one sample
out of 175707 samples was lost from Lab 2 to the control
room.

The OVBOX tries to detect packet errors and discards
all incoming UDP packets with an invalid session key or
format. Lost and out-of-order packets are detected by a 16-
bit packet counter. Simple correction methods are applied
whenever possible. The rate of lost or discarded audio packets
was not explicitly recorded during the session, but based on

the measured jitter information, the rate of discarded audio
packets is estimated to be around 0.3% for the communication
between Lab 1 and Lab 2 (jitter up to 5 ms) and much lower
for all other connections (jitter below 1 ms).

TABLE I
UPLOAD BANDWIDTH OF THE OVBOX SYSTEMS IN LAB 1 AND LAB 2.
Lab 1 Lab 2
audio signal 768 kBit/s 1.536 MBit/s
16 Bit/sample, 48 kHz 1 ch. 2 ch.
EEG signal 264 kBit/s 346.5 kBit/s
32 Bit/sample, 250 Hz 32 ch. + time | 42 ch. + time
input levels 8 kBit/s 12 kBit/s
32 Bit/sample, 125 Hz 1 ch. + time 2 ch. + time
output levels 12 kBit/s 12 kBit/s
32 Bit/sample, 125 Hz 2 ch. + time 2 ch. + time
system clock 64 kBit/s 64 kBit/s
64 Bit/sample, 500 Hz 1 ch + time 1 ch + time
motion sensor 9.6 kBit/s
32 Bit/sample, 100 Hz 3 ch
overhead 158 kBit/s 130 kBit/s
packaging, RTT measurement
total 1.27 MBit/s 2.11 MBit/s

C. Recording condition 1: Response to tone

In Figure 5 the data of the first recording condition is
displayed. The participant in Lab 2 was playing a tone on a
piano at irregular time intervals and the other participant was
listening. In participant of Lab 2, a motor related potential can
be found during the movement of the finger. Additionally, a
typical auditory evoked potential [34] can be seen in both
participants. The N1 (104 ms) and P2 (172 ms) of the
participant in Lab 2 (who is playing the piano) is earlier than
the N1 (136 ms) and P2 (216 ms) of participant in Lab 1.
This time shift (N1: 32 ms, P2: 44 ms) is slightly larger than
the transmission delay of the acoustic signal (24 ms) and may
be explained by the older age of the participant in Lab 1 (56
versus 25 years) [35], but this is purely speculative due to the
small number of participants.

D. Recording condition 2: Hand clapping

The second recording condition was a clapping task. The
acoustic timing data are provided in Table II. This condition
consisted of two sub-tasks: in the first task, the participant in
Lab 2 was instructed to take lead during the clapping, and in
the second task the participant in Lab 1 was instructed to be
the leader. The tempo was 65.5 bpm in task 1 and 64.7 bpm
in task 2. The lag of the follower clap relative to the leader
clap was negative in task 1 and positive in task 2, indicating
a potential exchange of roles despite the instruction (see also
Figure 6, bottom panel). The lead clapper had a smaller clap
jitter than the follower (mean difference 6.4 ms), and when
Lab 2 was leading, the clap jitter was generally smaller (mean
difference 5.4 ms).

In the clapping recording condition, both participants
clapped simultaneously, with some interpersonal delay and
intrapersonal jitter. EEG partitioning was triggered at alterna-
tive times, either at the clapping times of the nominal leader
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Fig. 5. EEG data (top panel), finger movement data (middle panel) and
sound levels (bottom panel) of the response-to-tone recording condition. In
participant of Lab 2, a motor-related potential (top panel) can be seen during
the finger movement (middle panel). Additionally, a typical auditory evoked
potential can be seen in both participants. The N1 and P2 of participant in
Lab 1 (listener) are delayed. The delay is larger than the transmission delay
of the audio signal (bottom panel).

TABLE II
CLAP TIME ANALYSIS OF RECORDING CONDITION 2.
Lab 2 has lead Lab 1 has lead

Measure lead (2) | follow (I) | lead (I) | follow (2)
clap period 916.1 ms 928.1 ms
follower lag® -3.8 ms 33.1 ms

clap jitter 364ms [ 446ms | 328 ms [ 374 ms

number of epochs 79 70

Negative values: follower is earlier.

(Figure 6, top panel) or at the clapping times of the follower
(Figure 6, middle panel). In the EEG of the person to whom
the trigger was synchronised, a salient N1 and P2 can be
detected, independent of the role. In the first task, Lab 1
showed an N1 at 76 ms and a P2 at 168 ms, whereas Lab
2 showed an N1 at 88 ms and a P2 at 196 ms. In the second
task, Lab 1 showed an N1 at 76 ms and a P2 at 164 ms,
whereas Lab 2 showed an N1 at 80 ms and a P2 at 200 ms.

E. Recording condition 3: Forced turn-taking

In the forced turn-taking recording condition, the timing of
the utterances was analysed. The speech levels and speech
activity states are depicted in Figure 7. The average gap
duration between ‘call’ and ‘response’ was 1.52 s (standard
deviation: 0.96 s), and the average gap duration between
‘response’ and ‘call’ was 0.42 s (standard deviation: 0.14 s).
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Fig. 6. Average EEG signal (top and middle panels) and average sound level
(bottom panels) in the clapping recording condition. In the first task (left
panels) the participant from Lab 2 was instructed to lead the clapping, whereas
in the second task the participant from Lab 1 was instructed to lead. In the
top panels, epoching was synchronised to the clapping times of the nominal
leader, whereas in the middle panels it was synchronised to the clapping times
of the follower.
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Fig. 7. Speech levels and identified voice activity regions in the forced turn
taking recording condition.

FE. Recording condition 3: Free conversation

The speech levels with automatic utterance and turn taking
annotation is depicted in Figure 8. The total duration of the
conversation was 83.5 s, during which participant 1 spoke
for 27.5 s and participant 2 for 48.7 s, corresponding to
33.0% and 58.4%, respectively. Back-channel utterances were
only performed by participant 1, for four times during the
conversation. The median turn take times were 432 ms (inter-
quartile range 78 ms to 656 ms), but also negative turn take
times were observed.

IV. DISCUSSION

The purpose of this study was to demonstrate the feasibility
of integrating EEG hyperscanning into the Internet of Sounds
using the OVBOX system. Therefore, only a single data set
was recorded on two subjects and no statistical analysis of the
data was performed.

It could be shown that the system clocks showed a differ-
ence of up to 4.5 ms. This is probably due to the fact that
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Fig. 8. Speech levels and identified voice activity regions in the free
conversation recording condition are displayed. The automatic classification
of utterances, turns, and back-channel utterances is shown at the bottom.
It is evident that the participant from Lab 2 dominated the conversation,
as indicated by their total speech activity time and the fact that only the
participant from Lab 1 provided back-channel utterances.

the full NTP system was not used, but only a simplified client
for consumer-grade systems. This system uses automatically
detected servers for synchronisation, which can be either the
nearest router or a remote server, depending on the local
network setup. Using a full NTP system with identical time
servers would probably result in better synchronisation of
the system time. Nevertheless, the system time is sufficiently
accurate to generate LTC time code for the synchronisation
of video cameras, for example. A poor quality router or other
hardware in Lab 1 could also explain the much higher jitter
in all connections to Lab 1, which is not observed in the
communication between Lab 2 and the control room.

Online jitter compensation was only performed for the audio
signal. In the case of real-time control, e.g. for simulation
of head movements based on remotely measured signals, as
in [11], or future developments of brain-computer interfaces
(BCIs) in this system, the most recent sample can be used
to achieve minimal delay. However, if a re-synthesis of the
sensor data is required, for example for temporal analysis,
jitter compensation would also have to be performed for the
sensor data.

No video transmission is integrated in the OVBOX system.
The reason for this is that the system has been optimised for
minimal delay, originally for music applications where delay
is particularly critical. This initially limits the applications to
purely acoustic communication. However, the system can also
be used for audiovisual communication. One possibility is the
use of virtual reality, and real-time animation of virtual avatars,
controlled by the remotely recorded motion and audio signals,
such as in [9], [11], [22]. Video transmission is also possible
with external tools, but the video signal is potentially delayed
compared to the acoustic signal.

Using telepresence with real-time animated virtual avatars,
this system relates to the vision of the Musical Metaverse
(MM) [36], at least in some aspects. In its original use as
an NMP tool, the OVBOX fulfils some of the criteria of
the MM, such as providing an interactive multi-user perfor-

mance space with features such as real-time remote source
movement, shared immersive spatial environments with shared
background sound fields. The first live performance using the
tool also contains some aspectsl; here the live stream was sent
as an interactive 360 degree video, rendered in a game engine,
and the spatially separated musicians heard each other in the
same spatial arrangement as presented to the audience. In the
hearing research applications using the OVBOX, however, the
use of virtual and mixed reality is intended to provide full
control rather than a framework for MM.

The average turn-take timing, which was measured here
using the OVBOX system, is 432 ms, which is within the
range of the literature [32], [37]. This is an indication that
the delay in the audio system is sufficiently small to enable
natural communication. The presence of speech overlap and
back-channel interjections are further indications that natural
communication is possible with this system. This is a basic
requirement for use in communication research. Conventional
video conferencing systems with significantly higher delays
and noise suppression make natural communication behaviour
more difficult and are therefore less suitable.

With this open development, we aim to contribute to the
advancement of open science. By fostering transparency and
accessibility in our research processes, and by sharing our
tools and methods, we aspire to enhance the reproducibility
and reliability of scientific research.

V. CONCLUSIONS

In this study, it was shown that low-delay hyperscanning
experiments with EEG via telepresence are possible with the
OVBOX system, which is a novelty in the field of the Internet
of Sounds. Specifically, it was possible to record motor and
auditory evoked potentials in a task where one participant
played a note on a piano and the second participant listened.
Due to the low transmission delay of the acoustic signals,
a joint clapping task can be performed with interpersonally
synchronised EEG responses. Natural turn-taking behaviour
was also observed, demonstrating the suitability of the sys-
tem for communication-related experiments. Low-delay, high-
bandwidth data transmission with delay and jitter compensa-
tion makes the system suitable for multimodal analysis.
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