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Abstract—The potential of integrating extended reality (XR)
and spatial audio into immersive networked music performance
(INMP) systems has not yet been the subject of extensive
research. The advantages of a visual representation based on the
transmission of position-dependent metadata seem to be evident,
not just in terms of lower transmission latency. It enables the
transformation of a virtual environment with spatial audio into an
extended reality environment (XRE), simulating the experience of
making music together in the same room. A rhythm-based exper-
iment was conducted with 18 pairs of participants, using several
XREs of the Immersive Room ExtensioN Environment (IRENE)
system, an immersive real-time system combining virtual reality
with telepresence and providing spatial audio for an enhanced
immersive experience. The experiment evaluated the influence of
the XR system on participants’ perceived quality of experience
(QoE) and musical outcome. Results show a clear trend that
the XREs of the IRENE system enhance participants’ perceived
coherence and immersion, as well as the overall perceived QoE,
while having a minimal impact on the musical outcome. This
study provides valuable insights into the benefits and challenges
of using XR in NMP, contributing to a deeper understanding
of how immersive technologies can improve networked music
collaboration.

Index Terms—Immersive Networked Music Performance, Ex-
tended Reality, Virtual Reality, Spatial Audio, Quality of Expe-
rience

I. INTRODUCTION

Although the latency of video transmission in most net-
worked music performance (NMP) systems is significantly
higher compared to the audio transmission, the use of video-
conferencing tools is one of the most common methods in
today’s NMP systems [1]-[4]. While it has been shown that the
visual information can be even more informative than the audi-
tory reproduction for the perceiver’s understanding of the per-
former’s expressive intention [5], the delay difference between
audio and video can cause the musicians to focus primarily
on the audio transmission and to ignore the visual content
[6]. Several findings from experiments support the assumption
that musicians do not look [7] or rarely use [8] the video link
when they perform, and that the use of small video displays
is inadequate to convey visual cues [9]. However, there is
evidence that body movements help regulate coordination in
ensemble performance [10], and that musicians in ensembles
rely on peripheral vision and rarely use direct gaze [11].
Nevertheless, traditional videoconferencing systems seem to
support direct gaze. Considering these findings and the low
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data transmission requirements, the use of virtual reality (VR)
and augmented reality (AR) solutions for distributed music
performances appears promising. Consequently, a framework
that includes a suitable visual platform using motion capture
(MoCap) skeleton data might have the potential to serve as an
efficient alternative to traditional video transmission in NMP
scenarios.

The Immersive Room ExtensioN Environment (IRENE)
[12] aims to extend the concept of a “meeting place” within
virtual environments (VE) to a local space by introducing a
“virtual window”. This integration of VR with telepresence
is designed to provide a realistic representation of a remote
virtual space, potentially addressing challenges associated with
VR, such as motion sickness. Furthermore, the system offers
solutions for maintaining perceived local presence, which
might be an issue in fully VR NMP systems involving both
remote and onsite musicians [13]. Additionally, the IRENE
system provides spatial audio to achieve an immersive per-
ception of sound sources and room characteristics of the
VE. Since transmission latency remains the dominant factor
influencing interaction in NMP systems [14], additional audio
signal processing can limit the effectiveness of such immersive
networked music performance (INMP) systems, especially in
comparison to well established low-latency audio transmission
systems [15]. Therefore, an INMP system must offer substan-
tial benefits beyond the audio transmission.

In the context of the Internet of Musical Things (IoMusT)
[16], which extends the Internet of Things paradigm to the
musical domain, INMPs emerge as an essential component
[17], [18]. Results from several studies using spatial au-
dio, both without visual display and in combination with
telepresence, have shown varying outcomes. While a non-
reverberant condition was preferred for clearer note onsets
in drum performances [19], it was found in [20] that a
reverberant VE improved the precision and ensemble playing.
Spatial separation of sound sources can enhance cognitive
attention and auditory scene partitioning [21], [22], providing
more space for directing the musicians’ cognitive attention
where it is needed. It was shown in [23] that stereo source
panning between remote musicians and a local metronome
click can improve tempo stabilization, especially at higher
delay times in rhythmic NMP contexts. It was shown in
[24] that binaural auralization of virtual acoustic environments
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Fig. 1. Experimental setup and data flow of the experiment using the IRENE system.

enhances the subjective experience in NMP scenarios. The
simulation of a virtual music studio showed that immersive
audio may influence the experience with respect to factors
such as perceived presence and localization, and may also
affect the perception of latency [25], [26]. In [27], a study
involving upper body tracking for avatar representation in an
INMP experience within XR was conducted, revealing that
musicians preferred personalized avatars over generic ver-
sions. A quality of experience (QoE) evaluation demonstrated
that immersive audio rendering was considered beneficial for
singer monitoring, particularly in achieving clarity, source
separation, and providing a sense of virtual space [28]. In
[29] it was demonstrated that musicians prefer playing their
instruments with binaural spatialization and head tracking in
remote collaborative music scenarios using NMP systems.
Overall, the impact of spatial audio in NMP remains somewhat
unclear and appears to be influenced by specific use cases and
technical implementations. Particularly, the potential benefits
of spatial audio in combination with a VE in INMP have been
little explored.

This contribution presents one part of a larger experiment
with the aim to evaluate the impact of the IRENE system on
the participants’ perceived QoE and their objective musical
outcome. Section II describes the framework of the IRENE
system, the experimental setup and procedure to evaluate the
impact of the IRENE system and its different VEs. Specifi-
cally, participants were tasked with performing a complemen-

tary rhythm within three different XREs with spatial audio
including a free-field, a concert hall, and a listening room
scenario, compared to a traditional videoconferencing scenario
as baseline. Results are shown in III for measurable objective
metrics, such as tempo stability and rhythmical alignment, and
subjective evaluations on the quality of interaction and per-
ceived QoE within the VEs under investigation. The findings
are finally discussed in Section IV.

II. EXPERIMENT
A. Setup

The IRENE setup, described in [12], was adapted to the
existing infrastructure of the Institute of Communications
Technology (IKT) at the Leibniz University Hannover, with
its data flow shown in Figure 1. Small changes were made to
the audio rendering for optimization. An RTSP server/client
infrastructure was integrated to provide low-latency video
transmission. Two tablets were included for questionnaire
assessment, as well as an audio interface that enabled the
recording of individual audio tracks. The experimenter, located
in a separate control room, managed all interfaces and pa-
rameters via MATLAB, maintaining contact with participants
through a talkback microphone.

For the part of the experiment presented in this publication,
three XREs with binaural audio were used and evaluated: a
free-field condition with only the direct sound path and one
reflection of the floor (VEgee), a concert hall with a mean
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Fig. 2. Complementary rhythm consisting of one quarter and two eighth notes
to define two synchronization points (blue) per beat (adapted from [30]).

reverberation time of 730 = 2.05s (VEnan), and a virtual
representation of a listening room with a mean reverberation
time of 730 = 0.46s (VEpL). Each XRE had individualized
room acoustics and binaural rendering depending on the rela-
tive positions of the participants. Additionally, a visual base-
line condition was included: a traditional videoconferencing
display (Baseline) with monaural audio playback. Pictures of
the four environments can be seen in Figure 3. Omnidirectional
lavalier microphones were used for recording monaural audio
signals with an analog wireless system ensuring low latency
and participants’ freedom of movement. Open headphones
(Sennheiser HD650) provided audio playback, allowing par-
ticipants to hear their own sound while wearing headphones.

The setup ensured minimal latency, with monaural signals
routed via Max/MSP or directly to the audio interface output.
A minimum I/O audio delay of approximately 11 ms was
maintained, along with an additional artificial delay for a more
realistic NMP scenario. In Table I, the measured transmission
latencies for the different audio and video conditions are
shown. The procedure of measuring the Action to Screen
(A2S) latency is described in [12]. Raw audio signals and
the two headphone signals were recorded in a DAW for later
analysis. MoCap tracking was used to capture participants’
poses and movements accurately. Seven tracking cameras were
positioned around the projection screen in each room to ensure
optimal coverage, with tracking data streamed directly from
Motive to MATLAB and synchronized with the corresponding
audio data in Max/MSP. For video integration, the real-
time streaming protocol (RTSP)! was used for low-latency
streaming, with an OSC interface in UE for switching between
the different experimental conditions.

B. PFarticipants

A total of 36 individuals participated in the study, resulting
in 18 separate experimental sessions. Participants were re-
cruited from among the audio-enthusiast students and employ-
ees of the IKT. External participants were also recruited, as
long as they had at least five years of musical background and
an interest in the experience of musical XR. At the beginning
of the experiment, participants filled out a consent form, which
included collecting data on their age and musical background.
The group of participants consisted of 6 females and 30 males,
with a mean age of 29 years and an average of 11 years of
musical experience.

Thttps://www.ffmpeg.org/

C. Procedure

The participants were tasked with clapping the complemen-
tary rhythm depicted in Figure 2. The experiment procedure
comprised several stages. Initially, a comprehensive introduc-
tion familiarized participants with the facilities and technology
used, and detailed explanations of the questionnaire ensured
consistent understanding. Participants rehearsed the rhythm
together, with fixed roles of Leader and Follower at the begin-
ning of each trial. Then, participants put on their MoCap suits,
including shoes, cap, gloves, microphone, and headphones,
followed by a skeleton calibration in the tracking software
(Motive) and a soundcheck. After this, the participants had a
training phase of a minimum of two minutes for each condition
to familiarize themselves with the various XREs.

At the beginning of each trial, participants had the chance
to explore the randomly chosen XRE for 60 seconds before
starting the performance. Then, the Leader initiated the trial
while hearing a metronome click, which was manually turned
off after the Follower joined in when ready. The performance
was recorded for a minimum of 45 seconds. After each trial,
the participants completed a questionnaire on their tablets
using QUEST [31]. While answering the questions, the XRE
was deactivated and the participants were no longer able to
communicate with each other. This process was repeated for
all experimental trials, with additional pauses for re-calibration
if necessary to ensure an accurate avatar representation.

D. Questionnaire

While a number of self-report questionnaires have been
developed to assess participants’ perceived experience and
social presence, there is no validated inventory for evaluating
the perceived QoE in NMP. The majority of research studies
in the field of NMP rely on the use and subsequent analysis
of such pseudo-standard questionnaires [1], [4], [29], [32].
The questions listed in the questionnaire are also based on
similar constructs helping to identify trends in the overall
QoE as perceived by the participants. The questions can be
categorized into three main parts. The first set (1-4) assesses
participants’ perceived coherence and immersion. The second
set (5-8) evaluates the perceived quality of the XREs, including

TABLE I
SUMMARY OF VISUAL DISPLAYS AND AURALIZATION MODES WITH THEIR
RESPECTIVE MEASURED LATENCY.

Acronym  Description Latency ¢
VE_Free VE of Free-field 74 ms

VE_Hall VE of Concert hall 74 ms

VE_IML  VE of IML 74 ms

Baseline Video transmission 144 ms

System Latency®¢  Remote Latency® ¢

Binaural 11 ms 21 ms

Monaural 700 ps 10 ms

@ Measured Action to Screen (A2S) latency, b with a buffer size of 128
samples and a sample rate of 48 kHz , © OWD with additional added
transmission latency, ¢ participants self-delay.
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Fig. 3. Pictures of the four XR environments under investigation of the IRENE system: (a) VEmmr, (b) VEpan, (¢) VEFre, and (d) Baseline (Video).

auditory and visual aspects. The final set (9-10) addresses the
overall quality of the performance conditions and identifies
any inaccuracies or glitches in the visual representation.

Participants rated questions 1-8 on a continuous, underlying
scale from -5 to 5 with a step size of 0.1. The score of
-5 was marked as “strongly disagree”, 0 as “neutral”, and 5
as “strongly agree”. Question 9 and 10 were rated on a 5-
point scale (very poor, poor, neutral, good, excellent / strongly
disagree, disagree, neutral, agree, strongly agree).

1. Consistency: The virtual performance space was very
similar to reality.

2. Social Presence: I felt like I was in the same room with
my remote counterpart.

3. Immersion: [ felt being involved in the virtual perfor-
mance space.

4. Naturalness: My musical interaction in the virtual perfor-
mance space felt natural.

5. Responsiveness: The virtual performance space was
acoustically responsive to sounds I initiated.

6. Localization: I was able to localize my musical counter-
part.

7. Separation: I was able to distinguish between the sounds
I initiated and the sounds produced by my musical
counterpart.

8. Delay: I experienced delay between my actions and the
expected outcome.

9. How would you rate the performance conditions during

()

your performance?
10. My performance was not affected by inaccuracies or
glitches in the visual display.

III. RESULTS

The recordings were evaluated using the objective metrics
asymmetry, imprecision, tempo slope, and pacing. All metrics
required both onset detection and assignment of the onset to
the notes in the recorded rhythm. An energy-based approach,
similar to the one used in [33], was used for onset detection.
For a detailed explanation of the onset detection method, refer
to [34]. The metrics used are explained in detail in [14] —
therefore, only a brief explanation is provided here:

o Asymmetry measures the deviation of the onsets between
notes or beats and indicates how consistently a rhythm is
maintained by the musicians.

o Imprecision quantifies the variability in the timing of
note onsets, indicating the accuracy of the musicians’
performance.

e Mean Tempo Slope indicates the change in tempo over
the piece (sometimes only over the beginning of the
piece), showing whether the performance has a tendency
to accelerate or decelerate.

e Pacing measures the overall tempo of the performance,
enabling a comparison of the initial starting tempo and
the actual tempo maintained by the musicians.

The results of the metrics were analyzed with linear mixed-

effect models. Each metric had the musical XRE as a fixed
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Fig. 4. Results of the objective metrics asymmetry (a), imprecision (b), mean tempo slope (c), and pacing (d) for the three virtual environments of the IRENE-
system in comparison with the monaural video representation as baseline. The o shows the respective mean value. *, **, and *** indicate a significance level

at p < 0.05, p < 0.01, and p < 0.001, respectively.

factor, while the participants were included as random factors.
Pairwise comparisons with Tukey’s correction were performed
for the fitted model by post-hoc tests if the main factor showed
a significant effect. The same process of analysis was applied
to each question of the questionnaire.

A. Objective Results

The results of the metrics asymmetry, imprecision, tempo
slope, and pacing are shown in Figure 4. The metrics asymme-
try and imprecision indicate that the VEs under investigation
show no significant differences when compared to each other
or to the baseline, indicating that the VEs had no noticeable
effect on the rhythmical alignment of the musicians’ musical
outcome.

The metric mean tempo slope shows a significant effect
of the different XREs as a main effect (F(3,45.296) =
8.048,p < 0.001). Pairwise comparisons indicate significant
differences between the baseline and each of the three VEs
VEmL (p < 0.01), VEgay (p < 0.001), and VEge. (p <
0.01). Specifically, the baseline shows a slight acceleration
of the initial playing tempo. In contrast, the three virtual
environments show a deceleration of the initial playing tempo.

Nevertheless, no significant differences between the virtual
environments were found. Considering the mean scores, a
tendency is observed in which VEy,; appears to cause the
highest tempo deviation, followed by VEp and VEpe..

A similar effect is observed when considering the metric
pacing. The results show that the XREs have a significant
effect on the metric pacing (F(3,44.979) = 10.21,p <
0.001). Pairwise comparison highlights differences between
the baseline and each of the three virtual environments VEp_
(p < 0.001), VEg,; (p < 0.001), and VEge. (p < 0.001).
For the baseline, the mean tempo pacing is higher than the
initial playing tempo, while it is lower for the three VEs under
investigation, with minimal differences in their respective
mean ratings.

B. Subjective Results

The subjective results for the questions 1-8 are presented in
Figure 5 for all three VEs and the baseline.

1) Consistency: No significant main effect was found.
However, there might be a trend towards higher mean scores
for VEp and VEpy,; compared to VEg.. and the baseline.
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Fig. 5. Results of subjective ratings for Responsiveness (a), Localization (b), Separation (c), and Delay (d). The o shows the respective mean value. *, **,
and *** indicate significance at p < 0.05, p < 0.01, and p < 0.001, respectively.

2) Social Presence: A significant effect was found for the
main effect of the XREs (F(3,105) = 9.819,p < 0.001).
Pairwise comparison post-hoc test of the four XREs resulted in
significantly higher scores for VEp, and VEp,; in comparison
to the baseline (p < 0.001). No significant differences can be
observed between the respective XREs, as well as between
VEEg. and baseline. However, there might be a tendency that
VEmr and VEy,; were rated higher in terms of social presence
than VEge., which was rated similarly like the baseline,
showing a tendency toward a neutral rating of social presence.

3) Immersion: A significant main effect was found for the
XREs (F'(3,105) = 11.56,p < 0.001). A pairwise compari-
son post-hoc test indicates that participants perceived VEpr,
and VEy,; significantly higher immersive than the baseline
(p < 0.001). No significant differences were found between
VEL and VEy,;;, while VEy,) received a significantly higher
rating than VEg.. (p < 0.05).

4) Naturalness: A significant main effect was found for
the XREs (F'(3,105) = 6.687,p < 0.001). VEg,; was rated
significantly higher than VEg.. and the baseline (p < 0.01).
There was no significant difference between VEy,; and VEp .
VEL was rated significantly more natural than the baseline.

5) Responsiveness: A significant main effect was found for
the XREs under investigation (F'(3,105) = 10.68,p < 0.001).
Pairwise comparison post-hoc test resulted in significantly
higher scores for VEpy and VEp, in comparison to the
baseline (p < 0.01, p < 0.001, respectively). VEp, received
significantly higher perceived responsiveness than VEg.. (p <
0.01).

6) Localization: The results show a significant main effect
(F(3,105) = 10.09,p < 0.001). The three XREs — VEp,
VEqa, and VEg. — were rated significantly higher than the
baseline (p < 0.001, p < 0.001, p < 0.01, respectively). No
significant differences were perceived between the three VEs.

7) Separation: A significant main effect was found
(F(3,105) = 3.933,p < 0.05). The three VEs — VEp,
VEya, and VEg.. — were rated significantly higher for per-
ceived separation than the baseline (p < 0.05).

8) Delay: A significant main effect was found
(F(3,105) = 6.021,p < 0.001). The perceived delay
between participants’ actions and the expected outcome was
rated significantly higher for the baseline than for the XREs
VE]ML, VEHalla and VEpree (p < 005, p < 001, p < 001,
respectively).

9) General Questions: Since the last two questions were
rated on a 5-point scale, the results are presented in Figure 6
as percentage stacked bar plots for a relative comparison of the
ratings. The results for the question regarding overall perceived
performance conditions indicate that a greater proportion of
participants perceived their performance more positively in
VEgtee, VEman, and VEp compared to the baseline. For
the baseline condition, the highest percentage of participants
rated their overall performance as neutral. The XREs VEg,
VEqan, and VEp achieved similarly high percentages of good
and excellent ratings. Among the XREs, VEp, achieved the
highest percentage of ratings above neutral.

The final item of the questionnaire was designed to identify
possible glitches or inaccuracies, particularly in the visual
representation of the avatars. Despite instructions about the



assigned physical areas within their respective rooms, pre-
liminary examination indicated that errors could still occur
in the tracking system, especially during the hand clapping
process. Overall, the results shown in Figure 6 indicate that
there were almost no perceived errors affecting participants’
performance in nearly all XREs. The baseline received the
highest percentage of negative ratings below neutral, while
VEg. had the highest percentage of ratings above neutral.

IV. DISCUSSION

Summarizing the objective analysis, the results indicate that
the XREs of the IRENE system, with their additional system
latency of 11ms, had no negative impact on participants’
musical outcome in terms of musical synchrony (asymmetry
and imprecision). Although the system added latency to the
participants’ own signals, no impact was observed. This might
have been enhanced by the use of the open headphones, which
were intended to combine the participants’ direct sound with
the reverberation from the respective VEs. It is somewhat
surprising that a tendency can be observed in the metric
asymmetry, with the baseline having the highest mean value.
This might be due to the higher delay time of the video
transmission compared to the VEs. On the other hand, the
mean values for the metric imprecision show a tendency of
the lowest value for the baseline.

Significant tempo deceleration can be observed for all three
XREs compared to the baseline, which showed slight tempo
acceleration in the metric mean tempo slope. This result is
unexpected, as the selected one-way delay (OWD) of 21 ms
was anticipated to result in a more stable tempo performance.
However, the OWD of the baseline with 10 ms appears to fall
precisely within the range where either a positive tempo slope
is observed or participants can maintain a stable tempo [14].
Comparing the three different XREs, no significant differences
were found, but a tendency indicates that the musical XRE
with the longest virtual reverberation time also shows the
highest tempo deceleration.

In the case of the subjective evaluation, the XREs VEp
and VEy,; were rated significantly higher in terms of Social
Presence, Immersion, and Naturalness compared to the base-
line. Only the unusual representation of the free-field showed
no significant difference. However, no significant effect was
observed for the question of consistency. This might have been
due to the challenging nature of comparing the virtual perfor-
mance space to a real performance space without a reference.
In terms of the more technical questions, a similar trend
can be observed. The perceived Responsiveness, Localization,
and Separation were rated significantly higher for VEpy and
VEu, with no significant differences between them. The
VEg. was rated slightly lower than VEp,, for Responsive-
ness. In terms of perceived Delay between participants’ actions
and their expected outcome, all three VEs of the IRENE
system were rated higher than the baseline. This indicates
the high influence of the high video transmission latency
compared to the low latency audio transmission. However, the
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Fig. 6. Stacked bar plot showing responses to question 9 (a): How would
you rate the overall performance conditions during your performance?, and
question 10 (b): My performance was not affected by inaccuracies or glitches
in the visual display.

overall performance condition was rated significantly higher
for all three XREs than for the baseline.

Another finding is that there were no significant objective
or subjective differences between two of the three XRE
renderings (VEpvr and VEy,)), indicating that the participants’
responses to the rating items revealed no effect of reverberation
time in this case. Only the more abstract visual representation
VEE. was sometimes rated significantly lower than the other
two musical XREs. This could be due to the unusual visual
representation of the free-field and the auditory rendering,
which only reproduced the direct sound and one floor reflec-
tion. However, it is important to note that it is difficult to draw
a conclusion about the influence of the individual components
of the IRENE system in terms of visual representation and
auditory rendering. The experimental design was not specif-
ically aimed at examining the impact of different acoustic
room renderings independent of their visual representation.
Nevertheless, the findings suggest that long reverberation time
could negatively impact musical performance while improving
perceived QoE.

Future studies, with a clear separation of visual and auditory
components, will help to explore the influence of the individual
displays on the perception of musicians and draw conclusions
about their benefits. Additional instrumental and musical con-
figurations are also due to be explored in order to draw broader
conclusions on the effects of XREs in relation to rhythm
complexity, instrumentation, and interplay roles, since QoE
variance may be expected for different performance contexts.
Even if the technical effort remains high, new technological



tools, such as the acoustic or visual global metronome [33],
[35] can be implemented within the INMP system, allowing
flexible and free positioning within the VE, thus improving
sound source separation and enabling the redesign of the visual
component of such tools.

V. CONCLUSION

In this publication, the impact of the Immersive Room
ExtensioN Environment (IRENE) was investigated to achieve
an initial understanding of how the system’s different extended
reality environments (XRE) affect the participants’ subjective
experiences and musical outcomes. Additionally, the influence
of various virtual environments (VE) with distinct acoustic
and visual characteristics was examined. The IRENE system
was modified and integrated into a framework representing a
potential future NMP setup. This included three different VEs
with corresponding spatial audio rendering and a traditional
videoconferencing solution with monaural audio as a baseline.
In an experiment involving 18 pairs of participants clapping a
complementary rhythm in a representative NMP scenario using
the IRENE system, the effects of several XREs were explored.
Objective analysis indicated that the XREs did not significantly
affect the synchrony of the musical outcome. However, tempo-
related metrics showed a deceleration of tempo when using
the XREs compared to the baseline. Subjective evaluations
show clear trends that the XREs of the IRENE system enhance
participants’ perceived coherence and immersion as well as the
overall perceived QoE. In particular, the observed improve-
ments in social presence and immersion are promising and
underscore the potential of XREs to enhance QoE in future
immersive NMP. Future work will explore the separated visual
and auditory components and their effects on objective musical
outcomes and QoE.
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