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Abstract—The integration of network-based music perfor-
mance with immersive media technology opens new compelling
avenues for live collaborative multimedia concerts and exhibi-
tions. This paper presents a development workflow for creating
cohesive immersive environments for multimedia network music
performances, where an exhibition node is connected to a
remote ensemble. These environments rely on the usage of local
characterization data, such as room acoustic measurements and
digital twin assets, to render a mix of audio and motion-capture
streams, capable of merging remote and local performers into
a single shared cohesive display streamed to eXtended Reality
devices. Spatialization and auralization techniques are used to
add realism to the auditory elements and ground them in the
acoustics of the local exhibition node shared by musicians on
stage and audiences. The resulting “hybrid” display combines
virtual-reality and mixed-reality principles to create a specific
type of novel interactive concert experience.

Index Terms—network music, interactive displays, multimedia,
motion capture, augmented concerts, XR, auralization, immersive
music

I. INTRODUCTION

In recent years, the fields of network-based music perfor-
mance (or distributed music) and immersive displays have
been often merged to create novel applications and types of
entertainment experiences. These applications are currently
available not only to academics and researchers but also to
consumers, artists, and independent developers [1]–[5]. By
leveraging existing tools, such as Virtual Reality (VR) and
Mixed Reality (MR) immersive devices, 5G network tech-
nology [6], efficient audio exchange software, and immersive
audio rendering technology for source spatialization and aural-
ization - the general public is closer than ever to the possibility
of enjoying new types of live collaborative artistic displays
relating to music and multimedia arts. Moreover, these novel
paradigms are interesting not only for developing new forms
of audience entertainment experience but also for enhancing
the range of creative tools available to artists, enabling more
effective and immersive network-based performances.

While most devices and infrastructure services are largely
developed by the technology industry for the consumer market,
academic research has assumed the role of exploring the
design of innovative musical interaction models and discussing
the technical and human boundaries that define a new relation-
ship between artists and a new generation of technology. For

The work described in this paper has been partially funded by the NSF
MRI Award #1626098

example, immersive audio rendering embedded in a multime-
dia display has the potential to make the digital performance
experience more analogous to its real-world counterpart, en-
hancing the engagement of the user’s senses. However, that
aspect should be integrated to work efficiently with the overall
network structure, keeping an eye on engineering costs and
signal latency issues that may hinder the ability to play music.
It is the trade-offs between these elements that need further
exploration in order to provide guidelines that can optimize
and maximize the space of artistic freedom and quality of
experience against technical limitations and specific challenges
pertinent to the production goals.

In the present paper, the authors’ objective is to describe
a novel framework for developing multimedia immersive
distributed performances that are tested using the Holodeck
research platform, a result of an inter-lab collaboration across
New York University, powered by the Corelink data exchange
protocol. In practice, this discussed technical architecture
involves “augmentations” such as the usage of motion capture
and avatar rendering, spatial audio reproduction, auralization
methods, and custom-made data exchange protocols. A prelim-
inary evaluation is provided but more rigorous assessment and
extensive latency measurements will be conducted in future
works. This framework is of relevance for usage in the Internet
of Sounds [7] community, Networked Immersive Audio [8],
and Musical Metaverse [9] due to its linkage of a novel
research infrastructure1 with XR and immersive audio.

The framework is explored through the development of
a “hybrid” experience that fuses VR visual elements with
MR auditory elements to create an immersive and realistic
navigable environment experienced through VR headsets. This
experience is constructed over two connected nodes, an ex-
hibition node where the audience and local musicians are
present, and a remote node where an ensemble is captured and
transmitted. The experience relies on the usage of auralization
techniques for merging the acoustics of the remote audio
streams with the local acoustics inherent to the exhibition
space, which matches the character of locally produced sound.
Furthermore, a digital twin of the concert space is used as
a visual environment for rendering and arranging the avatars
of performers, grounding the visual element to the sensorial

1This infrastructure is described extensively in a companion publication
submitted by the authors to the same conference: Holodeck: A Research
Framework for Distributed Multimedia Concert Performances



expectations set forth by the local acoustic space. In this
setup, the performers use a “leader-follower” unidirectional
interaction paradigm [10] allowing the Corelink server to
synchronize streams without concern for latency issues. The
paper portrays the elements necessary for the development
and implementation of this design and a discussion of its
limitations.

II. BACKGROUND AND FRAMEWORK

A. Literature on Immersive NMPs

Network Music Performances (NMPs) involve performers
collaborating from different locations using telecommunica-
tion technology. The two main challenges regard signal latency
and audio fidelity. Over the past two decades, NMPs have
gained popularity due to advancements in high-speed academic
networks with reduced latency and the growth of network-
based communication tools with personal devices. Today,
specialized software enable remote collaborative interactions
among artists, such as distributed concerts. For a general
audience, digital music collaboration over the internet is,
however, still an inadequate substitute for real-life performance
settings [11], failing to provide effective key social “connect-
edness” aspects, such as feeling present with others similar
to live situations [12], [13]. It is therefore of interest to this
field to explore the potential impact of integrative immersive
technologies in both the auditory and visual realms as a way
to enhance the quality of experience and effective engagement
with the NMP paradigm for live performance, education or
rehearsal purposes.

Setting up an NMP network involves balancing latency and
audio quality. Latency, which cannot be fully eliminated, is
influenced by geographic distance, network infrastructure, and
bandwidth. Audio “quality” in NMPs can be further subdi-
vided into audio-fidelity quality, and audio-display quality.
Digital interventions on quality improvements usually add
additional latency to the pipeline, therefore their usage needs to
be motivated by specific application goals or design properties,
and enabled by a large enough “latency budget” that is
determined by the needs of the artistic experience at hand
and the quality of a network connection. Whenever viable, the
quality of an auditory display in an NMP can be addressed and
improved with addition of processing effects that augment the
audio presentation into an interactive immersive environment
through spatialization and auralization effects [14].

For these purposes, spatial audio and auralization technol-
ogy aim to provide a “realistic” auditory virtual environment
which simulates a real-world acoustic setting [15]. A spatial
audio display is capable of providing the auditory percep-
tion of a three-dimensional sound stage, which allows the
positioning of sound sources in space through binaural or
soundfield signal processing techniques [16]. Spatial audio has
been explored in NMPs through binaural headphone rendering
[17], [18] or loudspeakers [19]. Additionally, digital auraliza-
tion techniques allow the overlay of the acoustic character
of a shared virtual space to an incoming (non-reverberant)
sound stream [17]. This can be achieved using either pri-

orly measured acoustic data or simulated sound reflection
patterns and reverberation decay, potentially coherent with a
real/virtual visual display. The combination of spatialization
and auralization techniques is a powerful mix that can allow
performers to perceive sound as “externalized”, or “real”
[20], thus augmenting the plausibility and quality of a virtual
presentation.

On the topic of immersion and communication quality,
visual contact is crucial for fostering a sense of presence for
musicians and can sometimes be more impactful than acoustic
cues for mutual understanding of expressive intentions [21].
Most commercially available tools for distributed performance
support video streaming to enhance connection, but video
streams typically require higher bandwidth and have greater
compression latency than audio. This leads to higher overall
transmission latency, sometimes in the order of hundreds of
milliseconds, causing out-of-sync rendering. Musicians often
disregard the video feed for tempo synchrony, though in some
cases, additional latency can be added to the audio buffer to
re-synchronize with the video stream when artistically viable
[4], [10]. An alternative to video in NMPs is motion-capture
(mo-cap) data, which transmits small data loads representing
three-dimensional point coordinates of human movement. This
method uses fixed tracking camera systems and special suits
with trackers [22]. The data is live-streamed and interpreted to
recreate digital avatars through a graphics engine, minimizing
video delay and allowing smooth visual interactions between
participants [23]. This improves interactive visual experience
and musical collaboration. Achieving virtual copresence, or
the feeling of ”being together” in a telematic space, involves
placing avatars within a shared virtual space, potentially paired
with a cohesive shared acoustic environment [13], [24].

This modality has made its way into distributed performance
studies paired with virtual immersive environments designed
for head-mounted displays (HMDs) devices used for virtual,
mixed, and augmented reality. The use of mo-cap streaming
does in fact facilitate the connection of real and virtual
performers with audiences, in shared virtual spaces. One such
example is Coretet, designed for co-located live performances,
which allows performers to play sounds from a virtual stringed
instrument while in VR [25], or novel interactive interfaces
[26]. Other examples explored the use of shared visual spaces
for real and virtual sound [27], with coherent acoustic envi-
ronments [28], [29]. Virtual displays are not necessarily tied
to HMDs, Hupke et al. [18] proposed a system called IRENE
that connects remote musicians in a shared acoustic space.
Instead of using HMDs, which might prove uncomfortable for
performance, the virtual meeting space is projected on a wall.
Moreover, mo-cap data applies to diverse kinds of arts, and it
has been explored for network dance performances [30], [31]
as well as combined music and dance connections in the work
covered in the later chapters of this paper.

B. Acoustics simulation

For a truly immersive experience, it is important to achieve
acoustic cohesion between the reproduced sound of remote



and local performers. Since the reference character is given by
locally emitted sound, the remote streams need to be processed
at the receiving node with acoustic simulations calibrated to
the same exhibition space. In order to achieve that, a virtual
acoustic system needs to be implemented.

Every virtual acoustic system consists of three core mod-
ules: source modeling, environment modeling, and listener
modeling. In the context of NMPs, where the goal is to
seamlessly integrate local and remote performers within a
single local environment, these modules aim to replicate the
characteristics of reality, including the properties of the remote
source, the local physical space, and the listener experiencing
the performance through headphones. The more accurately
each module mirrors reality, the more immersive and convinc-
ing the user experience becomes. Additionally, these modeling
components should be dynamically responsive, updating in
real-time to reflect changes in the sound scene, especially
when the listener is in motion, such as in 6DoF dynamic
experiences.

Source modeling techniques typically involve modeling the
source radiation pattern. Dynamic directivity enables different
sound spectra depending on the source’s rotation relative to the
listener. In most implementations, sound sources are modeled
as omnidirectional point sources, which is sufficient for appli-
cations with static listeners. However, when the listener is in
motion (in 6DoF systems) achieving higher realism requires
more detailed rendering. Radiation patterns vary in complexity
depending on the source type [32], [33].

The aim of room modeling is to simulate how sound propa-
gates within the local acoustic space. A sound wave generated
by the source interacts with its surroundings, reflecting and
diffracting when it encounters boundaries. Consequently, the
sound wave reaches the listener not as a single event but as a
series of reflections. Initially, these reflections arrive at distinct
time intervals, but as their energy decreases and echo density
increases, they create a diffuse reverberation. The properties
of a space can be characterized by a room impulse response
(RIR) recorded within that space. The RIR is typically divided
into three sections: direct sound, early reflections, and late
reverberation. The direct sound segment is usually modeled
separately to account for varying source and receiver positions.
The amount and type of early reflections depend on the
room’s shape and the dispersion and absorption coefficients of
surface materials. Simulating early reflections is particularly
challenging, as their pattern changes based on the source
and receiver positions within the room. Accurate rendering of
early reflections requires detailed measurements or high-cost
calculations, which are often impractical. Therefore, various
approximation methods are explored to simplify rendering
without sacrificing perceived spatialization quality. Research
indicates that in some contexts, maintaining a consistent early
reflections pattern may suffice for achieving high auditory
plausibility [34]. Late reverberation is generally considered
diffuse, with individual reflections not differentiated and uni-
formly distributed around the listener, making the late rever-
beration time-frequency envelope independent of position in

the room [35].
There are three primary approaches to modeling room

acoustics for virtual environments: physical models, convolu-
tion with pre-measured RIRs, and algorithms such as delay
networks. Physical models encompass geometrical acoustic
(GA) methods [36], which aim to compute various propagation
paths based on an initial model of the space, receiver, and
source. In GA, sound is assumed to propagate as rays. Practical
implementations of this approach require a model of the space
and the absorption coefficients of surface materials. Using this
information, the RIR for a given position of the remote source
and local listener is computed and can be updated in real-time.

In the convolution approach, the incoming audio stream is
convolved with the RIR measured in the local space. Types
of RIRs used include omnidirectional RIRs, binaural RIRs
(BRIRs), and spatial RIRs (SRIRs). This technique typically
divides the reference IR into two or three segments: direct
sound and reverberation, or direct sound, early reflections,
and late reverberation. Direct sound is simulated separately
to ensure proper sound positioning through convolution with
HRIRs. Reverberation usually remains unchanged from the
reference IR. Since the spatio-temporal structure of the early
reflections segment is challenging to simulate, various sim-
plification methods are used. For example, maintaining the
temporal structure and using convolution with HRIRs to obtain
a single spatial pattern of reflections independent of room
position [37], or modifying the measured early reflections
section of the RIR to account for different source and listener
positions.

In the algorithmic approach to room modeling, the local
space’s reverberation is approximated using a system of delay
lines. In typical rooms, reflections accumulate until the mixing
time, establishing diffuse reverberation. The late reverberation
in a room is a diffuse sound field independent of the source and
listener positions. Since individual reflections are no longer
noticeable, reverberation can be approximated using delay
lines. Feedback Delay Networks (FDNs) are designed with
parallel delay lines connected recursively through a feedback
matrix [38]. A set of multi-band absorptive filters is connected
with delay lines to control the frequency-dependent reverbera-
tion time. The advantages of FDN algorithmic reverb include
simple design, low computational complexity, and high-quality
reverberation that can be easily tuned to match the real room’s
reverberation characteristics.

The final crucial aspect is listener modeling using digital
filters for binaural sound, such as HRTFs. This allows for
accurate dynamic source positioning for headphone playback
during the listener’s movement in the exhibition space. The
early reflections and late reverberation segments are often
transformed or captured in the Ambisonics domain which
allows to preserve the spatial positioning of all of the sound
components. The sound captured in the Ambisonics domain is
then decoded into binaural for proper playback on headphones.
While remote sources can also be reproduced locally through
loudspeakers, this reproduction method is less flexible and
more challenging to set up than playback on headphones.



Fig. 1: Example setup of a Corelink sender and transmitter node for sending and rendering immersive audio formats.

C. The Holodeck and Corelink Framework

The work described in this paper has been developed as
part of the Holodeck project and facilitated by its network
routing tool, Corelink. Holodeck is an ambitious collaborative
project initiated at New York University (NYU) with support
from the National Science Foundation. This project aims to
develop an immersive research environment that seamlessly
integrates augmented reality (AR), mixed reality (MR), and
virtual reality (VR) simulations, transitioning from conven-
tional projection systems to advanced immersive technologies.
The Holodeck framework focuses on creating a versatile
infrastructure equipped with sophisticated tools designed for
national and international research, academic exploration, and
creative outputs. Each connected laboratory room within the
Holodeck network is outfitted with various sensors, such as
cameras and motion tracking rigs for capturing video and body
motion data, as well as high-quality microphones for audio
capture. This setup enables the transmission of data through
a dedicated server, Corelink, and allows for the rendering
of requested data tailored to the local configurations of each
room. By facilitating the interaction between local and remote
participants, the Holodeck enhances collaborative research
efforts across multiple disciplines, including computer science,
digital media, and educational technology.

Corelink2, a crucial component of the Holodeck frame-
work. Corelink’s architecture supports the specification of
workspace and stream types, allowing for the multiplexing
and demultiplexing of numerous data streams of various data
types within a single internet application. This capability is
especially advantageous in scenarios involving virtual perfor-
mances that necessitate the integration of multiple modalities,
such as audio, video, and motion-capture data. The versatility
of Corelink extends to its ability to manage complex data
flow requirements, ensuring that each data stream maintains
its integrity and quality throughout the transmission process.
This is achieved through its platform-neutral and data-agnostic

2Corelink is an open-source project available to the public, the authors
encourage participation in the code repository: Corelink repository link: https:
//dev.hsrn.nyu.edu/corelink.

design, which accommodates a wide range of data formats
and protocols. In virtual performances, where precision and
timing are crucial, Corelink’s robust streaming capabilities
facilitate the synchronization of different modalities, creating
a harmonious and engaging performance environment. This
flexibility not only enhances the technical execution of virtual
performances but also opens up new possibilities for creative
expression and collaborative innovation in the realm of digital
arts and multimedia.

An example setup for an Holodeck experience enabled
by Corelink is shown in Fig. 1. In this scenario, a sender
node captures audio in different formats, for example using
soundfield multichannel audio (e.g. Ambisonics) for the local
ambiance and using spot directional microphones for individ-
ual sources. The combination of these audio streams (which
may or may not be pre-processed by a local machine), is then
sent over the Corelink protocol along Motion-capture data
captured concurrently. Thanks to time-stamping and sample
rate headers, the server can synchronize the streams and send
them over as a package to one or more receiver nodes run-
ning a Corelink decoder application. The visual environment
is compatible with both two-dimensional displays (screens,
projectors) and interactive virtual displays like HMDs. The
server has the ability to process the data arbitrarily for any
passing stream, meaning that potentially sound effects or data
corrections can be added through plugins. The plugins (e.g.
artificial reverb for audio, or skeleton data interpolation for
motion-capture) are driven by metadata parameters specified
by either the transmitter or receiver node and sent along
the stream, and can be specified differently for any node
subscribing to the stream. For lower-latency processing, sound
effects can also be processed at the decoder side, using a
local machine present in the receiver node. In the portrayed
example, the received streams are optionally spatialized at the
receiver node using the local orientation and positioning data
(retrieved by the HMD) for accurate 3D sound placement.
Auralization can occur by using locally captured acoustic data
to characterize the sound and merge it cohesively with the
reproduction space and any locally produced sound for a full
mixed-reality experience.



(a) Tracked performer in studio (b) Raw mo-cap points and skeleton (c) Rigged and rendered avatar

Fig. 2: Capture, skeleton, and rendered avatar of a drum performer

III. EXPERIENCE DESIGN
A platform such as the Holodeck allows novel interac-

tion paradigms to be studied for both technical and artistic
feasibility, as well as behavioural evaluation studies linked
with distributed immersive NMP performance. To explore the
potential of the platform, the authors experimented with multi-
media streams and immersive reproduction devices through the
design of conceptual augmented music performance experi-
ences. This process involved the enacting of test scenarios that
gradually enhanced and integrated the usage of the Corelink
tools within NMPs. This section dives deeper into the motion-
capture aspect of these experiences, providing a summary
of integration and production guidelines for “live” or pre-
captured performances [22].

In this case-study discussion, the authors cover the creation
of a “hybrid” virtual- and mixed-reality experience, compatible
with 6-degrees-of-freedom virtual environments. In this setup,
a live motion-tracked performer plays along a remote “leader”
node, which is either live or pre-recorded. The transmitted
multimedia streams are rendered at the receiving node us-
ing an audiovisual characterization pipeline that adapts the
transmitted content to the local listening environment and
displays it to co-located audiences. Through this work, the
authors explored viable production methods for delivering an
immersive multimedia experience to a co-located audience
wearing HMDs. The process allows for the tailoring of the
acoustic character to the reproduction space and the display
of locally rendered avatars. The authors emphasize that this
implementation is here described as a generalizable model.
For more technical implementation details, please refer to [28]
and [22]

A. Motion Capture overview

One of the core types of data supported by the Corelink
routing protocol, and interesting for NMPs, is motion capture
(mo-cap) data. This data is usually obtained from commercial
tracking hardware and companion tracking software. The

tracking multi-camera system functions by observing - within
an area range - the position of several infrared reflective
tracker objects, organized according to arrangement schemes
that signal different body parts to the system. Using this data
the tracking software can infer the position, pose, and rotation
of a digital human skeleton representation. This “skeleton
data” - or in the case of objects “rigid-body” data - is retrieved
by the Corelink sender application from the tracking software
output port and sent to the central node server for potential
processing (e.g. automatic data cleaning or smoothing). The
mo-cap stream, plus any annexed stream, is then retrieved
at the requesting client node, which routes the data from
its receiving port to a 3D graphics game engine, using a
manufacturer-made plugin interpreter [39]. At this stage, the
data must be annexed to pre-rigged avatar graphics objects to
correctly assign each point-data skeleton information to the
related body part of the digital character.

The main challenge in recording motion capture and audio
simultaneously is managing infrared reflections (IR). Motion
capture systems rely on IR light reflected by markers to track
motion accurately. However, shiny surfaces and equipment
can also reflect IR light, causing issues such as calibration
failures or the appearance of unintended markers (artifacts).
Compromises are often needed in microphone placement and
instrument handling to minimize these light reflections and
ensure accurate data capture. Additionally, musicians’ body
movements and instrument placement need to be restricted, as
their natural motions might cause data occlusions. The subtlety
of natural performance movements could be hindered by the
placement of markers on specific body parts, necessitating a
choice between compromising musical execution or reducing
tracking resolution (such as by excluding the tracking of
fingers). When artifacts are present, the skeleton fitting loses
geometrical reference points, resulting in avatars that are prone
to disjointed limbs and jittery motions. Usually, this requires
manual editing interventions, but a more modern solution to



Fig. 3: Conceptual overview of a hybrid cohesive setup. The
visual element is displayed over a VR HMD showing a
digital twin of the real space, while the auditory element is
received in MR and grounded in local acoustics through
interactive auralization

this problem, efficient for live streaming, is the application of
automatic interpolation or denoising algorithms that process
the mo-cap buffers with pre-trained correction models [40].
Fig. 2 illustrates an overview of an avatar creation process
from capture to final rendering. For more information on the
capture of large ensembles please refer to [22].

In regards to the audio capture, it is necessary to minimize
the capture of acoustic reflections by placing the microphone
as close as possible to the source. This facilitates the capture
of a clean signal, maintaining flexibility for the potential
addition of artificial reverb effects or spatial audio rendering.
To balance these two sources of noise, highly directional
microphones are best kept hidden or covered from the tracking
cameras (e.g. with matte coverings) while being placed near
the sound source. The audio and motion-capture platforms
are also separate asynchronous systems. The mo-cap sample
rates are significantly slower than audio sample rates, and
the equipment operates on different hardware clocks. Corelink
can align the streams using timestamp metadata. For further
correction, an audiovisual slate can be recorded to determine
the cross-modal latency and manually refine the adjustment.

B. Hybrid Mixed-Reality Experience

A small-scale case study for exploring the integration of
motion capture streams in immersive NMP environments was
designed in the form of a hybrid mixed-reality concert expe-
rience, targeted to one or more audiences wearing HMDs and

co-located with part of the ensemble. This type of distributed
performance is referred to as “hybrid” due to the combination
of a virtual-reality (VR) visual display, and a mixed-reality
(MR) auditory display, as shown in Fig. 3. A first imple-
mentation using pre-recorded ensemble capture data instead of
live streams was presented in [28]3. Overall, the experience is
based on a “leader-follower” NMP interaction style between a
remote ensemble and one or more performers co-located with
the audience at the receiving node. In this example, the en-
semble was composed of four African percussion instruments
(Djembe) playing a piece consisting of four voices, in which
one member was local and three remotes. The single-member
audience consisted of various academic experts who assisted
to the performance in turns.

The high-level system design is illustrated as a flexible
prototype framework pipeline, fully shown in Fig. 4. The
multimedia streams are collected by a local machine and fed
to a game engine (e.g. Unity 3D) in charge of rendering mo-
cap data into digital avatars and processing audio streams with
spatialization and auralization effects, responding interactively
to the audience’s position and orientation in the exhibition
space. The concert is experienced by the audience through a
tethered VR device displaying a six-degrees-of-freedom virtual
environment mixed with the real sound of the local performers.

To establish cohesiveness between auditory and visual
realms, the VR environment relies on a pre-built digital twin of
the local exhibition space. The twin was realized as a navigable
scene asset by carefully measuring the space to create a one-to-
one digital copy of the real room, with precise dimensions and
boundary placement and approximate imitation of its materials
and furniture4. The grounding of the experience in the local
space characteristic is dictated by the presence of live acoustic
sound emitted from the local performers, co-located with the
audiences, that generates reverberation and reflected sound that
is inherent to said space. Thus, a digital twin provides coherent
visuals that can elicit an improved “realism” or plausibility
to the holistic experience. There is, however, no necessary
limitation to the type of HMD that can be used for this
setup. While mixed- or augmented-reality devices would make
it easier to place the virtual content in a passthrough-type
visual stage without the need for a digital twin, a VR display
would allow the local performer to be also motion-tracked
and rendered as an avatar along the remote performers. Fig. 4
shows the workflow process for a tethered VR setup.

In regards to the audio layer, it is desirable to achieve
acoustic cohesion between the remote and the local per-
formers. Since the reference character is given by the local
emitted sound, the remote streams need to be processed at
the receiving node with acoustic simulations calibrated to
the same exhibition space. One way to acquire the necessary
auralization data is to record in situ BRIRs [41] using source-
receiver positions corresponding to the arrangement of the
remote avatars in the virtual stage of the room’s digital twin

3A video recording of this implementation of this experience can be found
at this link: https://youtu.be/-0VqIn1pTA0?si=gLGJ75lfkUvYAXFq

4Digital twin created by the Future Reality Lab at NYU



Fig. 4: Design process for a hybrid remote/co-located performance displayed to a locally present audience wearing (in this
case) a VR HMD. The remote performers act as “leaders” in the musical interaction, and may be either pre-recorded or live.

(see Section II-B). However, for a more interactive experience
compatible with listener-movement tracking technology (3-
degrees-of-freedom, or 6-degrees-of-freedom), a more flexible
solution is to instead record a single Spatial Room Impulse
Response (SRIR) through a multichannel soundfield micro-
phone. The acoustic response of an SRIR can then be used to
analyse and extract the late reverb decay and early reflection
patterns (time, level, and direction of arrival), separating them
from the direct sound signal. A possible method to achieve this
separation is by using the spatial decomposition method [42].
The assumptions of an isotropic late reverb allows the creation
of a position- and rotation-independent reverb bus where
the simulation is fed with the unprocessed remote mix. For
simulating early reflections, a more sophisticated model (e.g.
GA model based on the digital twin geometry) can be used
to dynamically modify the recorded early reflection patterns
according to the virtual listener-sources positional relationship
in the room supported by the HMD tracking and accounting
for the virtual stage arrangement. Further adjustments in level
ratios between the mixed parts can be applied to account for
the distance between the listener and virtual sources.

Separate from the auralization pipeline, the incoming re-
ceived buffers can be brought into the game engine display
and associated with the desired spatial arrangement. A spatial
audio rendering plugin can thus be used to process the received
streams with Head-Related Transfer Functions (HRTFs) to
create a binaural version with localizable “object” sources.
Finally, the direct spatialized sound is aligned and mixed with
the output of the early reflections and the late reverb simulation
blocks (accounting for onset delays). The resulting concert
experience is that of a dynamic immersive spatial display, with
a high degree of plausibility due to its cohesiveness with the
visual environment and the locally produced sound.

The leader-follower interaction paradigm [10] has the in-

herent property of not providing for a two-way interaction.
While this has the disadvantage of reducing the performer’s
engagement with each other, there is a benefit towards the
accurate delivery of tempo-critical music to an audience. This
paradigm does in fact allow for the different remote media
types to be aligned in sync through either prior editing of the
pre-recorded material, or delay manipulation for asynchronous
stream alignment. Due to the one-way stream connection,
live performers are thus capable of delivering their part con-
sistently, without concern for signal latency provided there
is absent or negligible jitter. Being this an “audience-first”
design, the live performer is not necessarily the target of the
immersive experience, although there are no particular techni-
cal limitations in replicating the setup for the performer using
an additional rendering machine and HMD. However, this is
not suggested due to potential impediments in performance
mechanics and potential sensitivity to self-delay and acoustic
incoherence. From the point of view of an audience, the
only potential perceived delay may lie in the avatar rendering
of the local musician being off-sync with its live acoustic
sound. If the visual rendering is handled by a local machine,
and a tethered HMD is used in combination, the graphical
rendering delay with respect to sound would only depend on
the local system’s graphics computation speed without being
affected by any transmission latency. This usually amounts to
a negligible overall latency, within established JND levels for
discrimination of cross-modal asynchrony [43].

Latency Considerations: The work described in this paper
has not yet been fully evaluated in regards to observable
objective latencies. For this publication, informal assessment
by the authors has identified areas of further study. For the
visual part, the capture latency would depend on the number
of full body “skeletons” as each one would be packetized
into a Corelink stream in interleaved manner. Lowering the



capture sample rate can allow the available network bandwidth
to handle more skeletons at the cost of visual smoothness. On
the rendering side, the latency is defined by the complexity
of the visual environment and its interaction with the local
machine graphic capabilities. In regards to transmission, the
Corelink latency is subject to standard LAN or WAN-related
latency and jitter that equally affect alternative systems.

Audio-wise, the latency of this system would be affected
by the spatial audio elements, in addition to the standard
latency stages inherent to capture, encoding, transmission and
decoding. The application of auralization and spatialization
filters comes with inherent added latency. Modern spatial audio
renderers that are commercially available for game-engines
are capable of running binaural rendering close to real-time
thanks to short HRIR filters and HOA-domain interpolation.
The latency induced by the application of reverb does, how-
ever, depend on the desired accuracy towards the ground
truth. In fact, a locally measured reverb is usually applied
through signal convolution, which would add increasing delay
according to the number of filter taps, or duration of sound
decay. Common methods to address excessive latency in reverb
processing involve the approximation of the real local reverb
to an efficient synthetic format, compatible with systems such
as a feedback delay network [38]. Additionally, motion-to-
sound latency may occur, especially if the tracker technology
is wireless.

IV. DISCUSSION

The proposed workflow has been piloted using a musical
interaction approach that is not fully interactive, as in a real-
life “analog” performance. This limitation can be challenged
by studying the application of efficient and practical signal
processing techniques capable of reducing the computational
load on the rendering machines and allow the total latency
to reach usable levels. Further improvements can be investi-
gated by testing other methods of interactive auralization and
customizable spatialization (e.g. by using individual HRTFs)
and polling changes in reported quality of experience metrics.
At the same time, the introductions of approximations in
rendering accuracy for these particular displays can be inves-
tigated by leveraging the limits of the human auditory system,
which does not always necessitate accurate spatialization or
auralization to achieve plausible externalization of the binaural
audio signal. Related to that, further correlations can be drawn
between accuracy needs and musical density or background
noise.

This setup is also limited by the need of locally captured
SRIRs and availability of a Digital Twin asset. Geometrical
acoustic approaches such as raytracing techniques can elimi-
nate the need of capturing SRIRs and directly synthesize the
acoustics using the visual room representation. This method is
difficult to run in real time but it could potentially provide very
accurate acoustic simulations, provided that the underlying
visual model is of high-fidelity towards the actual target space
of performance. Obtaining a room digital twin is not trivial,
this would usually be obtained via manual graphics designer

intervention to create the visual assets for a game engine. How-
ever, recent photogrammetry techniques have been exploring
the automated reconstruction of a digital room from photos and
scans [44]. The accuracy of these methods is limited and it
may not provide important information for the local acoustics
such as the materials of surfaces and obstructive frames present
in the room.

Deeper investigations are also required for a potential ex-
tension of the system to provide audiovisual interaction capa-
bilities directly to multiple performers. Some promising work
has been done for real-time interactive immersive displays in
3DOF modality [45] showing that first order ambisonics is a
viable option for an ensemble of interacting singers. A 3DOF
auditory display is sufficient for stationary musicians who do
not navigate the virtual space environment, and recent work
suggests that this format is well-received and desirable for
musicians [46]. Regarding the visual environment, there are
stronger challenges to face in regards to the material obstruc-
tion that HMD can cause to an artists range of movement
and vision of self-motion that can be sensitive to small delays
between action and visual rendering. Using projectors may be
a more viable option for performers [18] although there is a
higher cost in equipment and flexibility.

A. Future Work

Beyond the technical improvements of the spatial audio
setup, the authors intend to follow up the conceptual frame-
work and initial implementations with a more comprehensive
study on the user experience and the latency of the various
system components. The paradigm of distributed network mu-
sic performance is very particular and calls for a different type
of evaluation, more centred on the assessment and impact of
co-presence rather than telepresence [47]–[49]. Furthermore,
it needs to be taken into account that, from a performer’s
perspective, the cognitive load of a music performance task
may in itself influence the state of “immersion”, for example
through engagement with a motor activity that interacts with
the effects of a media rendering system [29], [50]. In practice,
the creation of a formalized methodology may entail a variety
of approaches to collect appropriate metrics from audiences
and artists according to the taxonomy of the scenario at hand
(e.g. according to remote or co-located audiences, musical
hierarchies, supported reproduction system, etc.). As a starting
point, user studies for both performers and audiences will be
conducted by adapting questionnaire templates from existing
validated sources in telematic media, such as the System
Usability Scale [51], the User Experience Questionnaire [52],
and other recent NMP-specific formats [53]–[56].

Latencies for both audio and visual modes will be thor-
oughly assessed and analyzed in a future stage, including a
breakdown of their components, as anticipated in section III-B.
To achieve a real “live” interaction for the proposed hybrid
system, where the two nodes communicate bi-directionally,
significant latency reduction need to be achieved. In practice,
some of the spatial audio components may be a hinder due
to their added latency, and a balance must be struck between



auralization realism and signal latency. For musical purposes,
care must be put in to maintain the signal latency within the
20ms threshold [57].

Future work around Holodeck and Corelink will focus on
exploring their boundaries, developing new frameworks and
development pipelines, establishing evaluation methods and
assessment scales, relating the platform improvement to the
creation of improved artistic musical practices. Corelink’s
future work include improvements for the jitter-management
and stream synchronization features, as well as cross-node
clock synchronization5. In the long term, the holy grail of
NMP and immersive media engineering is to democratize
existing tools and move towards the possibility of transferring
the Holodeck experience to a mobile ecosystem, available at
a low cost to the public. A further expansion of this paradigm
may thus leverage wearable or IoT sensor functionality [58]
to flexibly and dynamically characterize the local acoustic
and visual environments and accordingly drive the rendering
of a shared shared virtual space for a potential “Musical
Metaverse” [9].

V. CONCLUSIONS

This paper has outlined a comprehensive framework for
integrating NMPs with immersive media technology, providing
an innovative approach to one-way live collaborative multi-
media concerts and exhibitions. The development workflow
presented leverages local characterization data, such as room
acoustic measurements and digital twin assets, to render a mix
of audio and motion-capture streams that seamlessly merge
remote and local performers into a single cohesive display.
This integration is achieved through advanced spatialization
and auralization techniques, enhancing the realism and immer-
sion of the auditory elements within the local exhibition space.
The resulting hybrid display combines VR and MR principles,
offering a novel and interactive concert experience that bridges
the gap between remote and in-person performances. This
work is of interest for applying higher degrees of auditory
realism to spatial audio display in Musical XR, enhancing the
set of tools for the Networked Immersive Audio and Musical
Metaverse community.

The future work on the Holodeck and Corelink platforms
will focus on pushing the boundaries of these immersive envi-
ronments and exploring their implications for artistic musical
practices. As the system and exchange protocol evolve, there
will be opportunities to test various variables against system
latency and subjective evaluations. This exploration will ad-
dress open questions related to interactive virtual displays in
NMPs, considering factors such as multimedia combinations,
hierarchical musical organizations, rendering asymmetries, and
application purposes. The Holodeck framework’s adaptabil-
ity and reconfigurability facilitate experimental research in
internet-based communication and interactive media, driving
the proliferation of research-oriented concert events and pro-

5Please refer to the authors’ other submitted publication for more details
on Corelink: “Holodeck: A Research Framework for Distributed Multimedia
Concert Performances”

moting the development of novel evaluation methodologies
and artistic techniques.
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