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Abstract—This paper explores a lightweight method for nu-
merical simulation of HRTFs based on a hybrid linear-ERB
frequency scale applied to the boundary element method. The
HRTFs simulated according to our modified approach were
evaluated by comparison with HRTFs acoustically measured and
simulated using the standard linear scale. The HUTUBS dataset
was used to assess differences in magnitude, interaural phase,
and interaural time. We explored two approaches for phase at
high frequencies: interpolation and extrapolation. The results
suggest that extrapolation provides better overall agreement of
the phase response in comparison to acoustic measurements and
that using at least two bins per auditory band is sufficient to
provide seamless approximations of the HRTFs simulated with
the standard approach, with computing time savings of around
86%.

Index Terms—HRTF, BEM, numerical simulation, HUTUBS

I. INTRODUCTION

In recent years, in the field of the Internet of Sounds
(IoS) [1], significant attention has been directed towards the
development of networked devices for virtual and augmented
realities, where overall audio quality is crucial for ensuring an
immersive and realistic experience. More specifically in the
field of the Internet of Musical Things (IoMT) [2], interfaces
for remote music expression have been shown to benefit from
personalized binaural audio reproduction [2]-[6].

Techniques for measuring the effect of the person’s body
geometry over acoustic waves, which can be mathematically
modeled by head-related transfer functions (HRTFs), have
driven extensive research. Alternatives to classic acoustic mea-
surement procedures to make the process faster and more ac-
cessible have been explored, including individualization based
on anthropometric data, numerical simulation, and indirect in-
dividualization based on perceptual feedback (see reviews [7],
[8]). A current trend focuses on hybrid approaches based on
machine learning techniques that produce HRTFs by taking
as input 3D head/torso scans, ear images, and anthropometric
measurements [7], [9].

HRTF individualization methods based on numerical simu-
lations are still an attractive option, fostered by the popular-
ization of 3D scanning devices that, paired with a computer
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and some pieces of software to process the acquired data,
can be used to produce personal HRTFs [10], [11]. The most
relevant and widely adopted method for numerical simula-
tions of HRTFs is the so-called boundary element method
(BEM) [12], in which the acoustic field is estimated around a
surface (in this case, the subject’s geometry) in the frequency
domain. For each desired angular position around the subject,
the transfer function obtained by solving this problem for
regularly spaced frequencies consists in the HRTF, which can,
if necessary, be transformed by the inverse Fourier transform
into its time-domain counterpart, the head-related impulse
response (HRIR). One of the most critical shortcomings of
those methods is still the high computational effort required
to estimate HRTFs within the full audible range, with high
frequencies accounting for a very high proportion of the
computing time spent [10], [11], [13], [14].

Recently, as an alternative to this solution, an approximation
method was proposed in [15] that simulates HRTFs using the
BEM to compute frequency bins distributed on a hybrid non-
linear scale, which starts linear up to a point f. and then
switches to a logarithmic distribution, spacing the frequency
bins progressively. Considering that the computing time re-
quired to estimate the acoustic field grows exponentially with
frequency [15], this approach exploits the roughly logarithmic
frequency resolution of the auditory system (see [16], [17])
at high frequencies to save computing time by coarsening the
resolution of transfer functions at high frequencies.

In the method described in [15], a linear interpolation is
performed to transform the magnitude samples back to the
regular frequency scale. As for the phase, since it evolves
within a periodic domain, the progressively large frequency in-
terval between the samples to be simulated is likely to produce
aliasing during the unwrapping procedure.! A solution given
in [15] to solve this problem consists in using the originally
simulated phase values only for the regularly spaced portion
of the spectrum, and then using the group delay calculated
for these samples to linearly extrapolate the phase for samples
above f.. However, this method involves a compromise in the
selection of f.: low values of f. result in higher savings in

IThe aliasing effect happens if there is a phase difference larger than 7
between two consecutive samples simulated in the frequency domain.



computing time at the cost of worsening (or oversimplifying)
the phase response.

In the present paper, we explore some modifications to this
method. Firstly, we propose using the equivalent rectangular
bandwidth (ERB) frequency scale [17], which is based on
auditory filters, instead of the logarithmic scale; this allows
potential users to define their desired frequency scale directly
in perceptual terms, in bins/ERB. In addition, we decouple
the crossover frequency f. from the point in frequency at
which the phase extrapolation begins and study the impact
of the aforementioned aliasing effect on the phase response.
Besides, in this paper, we propose to set f. automatically at
the frequency where the linear and ERB resolutions meet,
thus ensuring a smooth transition in resolution between the
different frequency scales and a minimum computing cost for
the desired resolutions. This also aims to facilitate method
configuration, requiring the definition of one less parameter.

To further expand the results found in [15], this paper
presents a variety of numerical assessments conducted using
the HUTUBS database [18], which provides, among other
data, both acoustically measured and simulated HRTFs. This
allowed us to measure the relevance of the spectral distortions
(in magnitude and phase) caused by the approximation tech-
nique explored, also using acoustically measured HRTFs as a
reference. In particular, we assessed: (i) computing time; (ii)
magnitude spectral difference; (iii) interaural phase difference;
and (iv) interaural time difference.

The paper is organized as follows. In Section II, the method-
ology of this work is introduced, comprising a theoretical
background of numerical simulation of HRTFs followed by
a description of the non-linear sampling method; then, in
Section III, the database HUTUBS, which was used in our
evaluations, is described; subsequently, the numerical assess-
ment carried out and the results obtained are presented in
Section IV, followed by a discussion in Section V; finally,
we conclude this paper in Section VI.

II. METHODOLOGY
A. Numerical Simulation of HRTF's in the Frequency Domain

In this paper, as in [15], we focus on numerical simulations
of HRTFs in the frequency domain, particularly using the
BEM. Firstly, let the HRTF be defined as set of complex
sound pressure bins in the frequency domain. Provided the
3D head model is aligned with the = axis [10], the receivers
are approximately on the y axis, and the vertical axis of the
head is parallel to the z axis, a (left, right) HRTF pair related
to an acoustic path from a location x* until the left and right
ear canals (or eardrums) is described as

x* _ pL[X*Mf]
Ho[x", f] = 7}30[]0] and "
Helx*, f] = pRp[j[ - )

where pp, and pr denote the complex sound pressure at the
left and right receiver points, respectively, and f denotes the

frequency. The reciprocity principle [10] can be used for sav-
ing computations by swapping source and receiver positions
during simulation. An acoustic normalization is performed
w.r.t. the reference complex sound pressure py, measured at
the origin of the Cartesian plane in the absence of the head,
a constant source distance to the origin is assumed since all
source positions are distributed on the surface of a sphere that
surrounds the subject.

The BEM approximates the free-field sound propagation in
the frequency domain around an object of interest using the
Helmholtz equation [12], producing a complex pressure value
for a given source/receiver pair and a given frequency. In our
case, a 3D surface that represents the listener’s geometry in the
discrete domain is used, namely a ‘3D mesh’, being described
as a set of points in space that define triangular faces. The
mesh can be acquired using a variety of different equipment,
including some modern smartphones. The sound field is then
independently approximated for frequencies within the audible
spectrum in regularly spaced frequency steps Fy [11], [12].

This way, this solution can produce filters in the discrete
Fourier domain, which can be done by mirroring the com-
plex conjugate of the estimates for negative frequencies and
including a sample with value 1 (0dB) at OHz. As in all
sampling procedures, the Nyquist theorem indicates the range
of possible values for Fg, which is upper bounded to avoid
potential aliasing induced by fast variations present in the
functions to be sampled (in this case, in the frequency domain).
For a time sampling rate of rgy, the set of regularly spaced
frequencies f can be formally described as

f:{f‘nggfmaxvfi+1_fi:Fs}v 2)

where finax = 75/2. Finally, a time delay can be added to the
entire set of HRTFs to ensure causality [13].

B. Numerical Simulation of HRTFs in Non-linear Frequency
Scales

An approximation technique has been proposed in [15]
whose main idea is to simulate HRTFs using a hybrid fre-
quency scale that progressively decreases frequency resolution,
thus reducing the computational load inherent to this proce-
dure. It takes advantage of the nearly logarithmic nature of
the spectral resolution of the human auditory system [16],
[17] to avoid the exponential growth in frequency of the
computing time required to produce the complex pressure
values. Therefore, the high-frequency range, which represents
a very high proportion of the total computing time spent
to compute the entire spectrum, would be sampled at wider
intervals between frequency bins.

The linear-logarithmic frequency scale proposed in [15]
consists in using a fixed frequency step Fy up until a crossover
frequency f., after which a logarithmic frequency spacing,
defined by a number B of bins/octave, takes place. This scale
can be denoted as F = {Fiin, Fiog }» Where

-/_'iin:{f | nggfcafl+17f1:Fs} and
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In this paper, a variant of this frequency scale is used by
replacing the logarithmic part with the ERB frequency scale,
widely adopted to model the resolution of the human auditory
filters [17], defined as

ERB(f) = 0.108 f + 24.7, “4)

where ERB(f) is the bandwidth of the auditory filter around
frequency f, both in Hz. As in [15], fnax is the reference
frequency from which the remaining frequency bins will be
defined in descending order, now following the ERB scale.
By indicating the frequency resolution as E bins per auditory
frequency band, this modification is intended to provide the
potential user with a perceptually related dimension.

The linear-ERB frequency scale, denoted by F =
{Flin, Ferp }, then indicates the frequencies in which the
set of HRTF pairs (fIL[x*, f], H [x*, f]) will be simulated.
Differently from [15], in this work we assume that the hybrid
scale crossover frequency will automatically be set by the
frequency where the chosen resolutions of the linear and
the ERB scales meet, resulting in a scale with a maximum
resolution of Fj.

As the frequency “bins” were irregularly distributed, they do
not lend themselves to the fast processing via FFT provided by
finite-length impulse response (FIR) digital filters. A simple
solution given in [15] is to create sets of FIR filters by
converting H[x*, f] into H[x*, f] via magnitude interpolation
and phase extrapolation. Since FIR filters map to a regular fre-
quency scale in the digital domain, the HRTFs will be hence-
forth denoted as H’[x*, k], where k € K 2 {0,1,2,..., K — 1}
is the frequency index in the discrete frequency domain.

Due to the periodic nature of the phase, its interpolation
between progressively more spaced samples might lead to
aliasing, as mentioned above. In [15], the solution explored to
avoid such a problem is the upward extension of the average
group delay of the simulated spectrum below f., defined as

d(H) g = kl S k41— AR, )
€ 0<k<ke

where k. = |f./Fs| is the index of the digital frequency
related to f., and ZH[k] is the unwrapped phase of H
at frequency k. Variable x* has been omitted to simplify
notation and |.| denotes the floor operator. The resulting
phase /H’[x*, k| is then comprised of the combination of the
originally simulated phase up until k. followed by a linear
extrapolation of ZH[k] from k. upwards.

In the present work, however, our approach for phase
extrapolation has to be slightly different due to the fact that we
are forcing the crossover point between the different frequency
scales to be as low as possible and also allowing the frequency
fe at which we want to start the phase extrapolation to be freely
chosen. Whenever f. < f., an interpolation will be performed
from f. to fe.

III. DATASET

We used the HUTUBS database [18] for all evaluations,
which is publicly available and comprises HRTFs of 96

subjects measured using an acoustic full-sphere measurement
system. Within this pool of subjects, 93 are from different
human subjects, 10 female and 83 male; the mean age of
the subjects was 36 years (SD 9 years). Two subjects were
measured twice for evaluation purposes and measurements of
a custom-made dummy head are also included.

Additionally, the dataset includes corresponding numeri-
cally simulated HRTFs for all subjects, enabling comparisons
between measurement and simulation techniques. The dataset
also contains 25 anthropometric features for each subject
and several high-resolution head meshes. Finally, the dataset
includes Headphone Transfer Functions (HTRFs) for two
headphone models. All HRTFs are stored in SOFA files [19]
along with their spatially continuous representation in the form
of spherical harmonics (SH) [20], which are stored in Matlab
files.

A. Numerical Simulations

First, the meshes obtained were gradually downsampled
from 1mm at the simulated ear to 10 mm at the opposite
ear using the method described in [21] (plugin available in
Mesh2HRTF [13]), resulting in meshes having around 14,000
to 20,000 elements [18]. Then, numerically simulated HRTFs
were produced using Mesh2HRTF for the frequency range
between 100 Hz and 22kHz in steps of 100 Hz. The HRTFs
were sampled on a Q = 1730 point Lebedev grid [22],
on a sphere of radius 1.47m. The HRTFs were referenced
and normalized by dividing the pressure at the ear canal by
the pressure at the center of the head in its absence [13].
Afterwards, the transfer functions were obtained following
the same procedure presented in the previous section; HRIRs
were then obtained via inverse Fourier transform followed by
a circular shift of 60 samples to ensure causality for all filters.
As a postprocessing procedure, HRIRs were resampled to a
sampling rate of 44.1 kHz and truncated to 256 samples using a
10 sample fade-in and a 20 sample fade-out, both applying the
squared sine function. Spherical harmonics representations of
the simulated HRTFs were also computed and made available
via an SH transform of order 35.

B. Acoustic Measurements

HRTFs were also acoustically measured for all subjects.
Such measurements were conducted in the anechoic chamber
of the Technical University Berlin using 37 speakers mounted
in a circular structure with a working distance of 1.47 m from
the center of the array to the membrane of the speakers,
which resulted in a final resolution of 5° in elevation. Subjects
used a pair of custom made in-ear microphones [23] and
were sitting steadily on a turning chair equipped with a
motor, with their head located at the center of the circular
array. The measurements were then taken while the subjects
were under a continuous rotation (one full revolution per
minute) and normalized least mean squares (NLMS) adaptive
filters [24] were used to post-process the data, resulting in
quasi-continuous HRIRs in azimuth. To create the final set
of HRTFs, the resolution in azimuth was chosen to yield



an almost constant great circle distance between neighboring
points of the same elevation [18], resulting in a full-spherical
sampling grid with ) = 440 points.

To compensate for the poor low-frequency response of the
loudspeakers, the numerically simulated HRTFs were used to
extrapolate the frequency response (both in magnitude and
phase) using 4th order Linkwitz-Riley cross-over filters with
a —6 dB cut-off frequency at 300 Hz [18]. Spatially continuous
HRTF representations were also made available, using an SH
transform of order N = 16, in this case. All measurements
were made using a sampling rate of 44.1kHz.

IV. EVALUATIONS

The numerical assessments conducted in this work are de-
signed to measure the impact of using the lin.-ERB frequency
scale to simulate HRTFs. By using the HUTUBS, we were
able to compare simulated HRTFs using our proposed non-
linear scale with both the original simulations (i.e., HRTFs
simulated on the regularly sampled frequency scale) and the
acoustically measured HRTFs. Such comparisons can provide
further insights into the relevance of the distortions caused by
the presented approximation technique. As in [15], the method
described and all numerical experiments were implemented in
Python, by modifying the code of Mesh2HRTF? according to
our needs.

A. Computing Time

To assess the savings in computing time, we first run
numerical simulations using the 3D meshes available to cal-
culate a reference average computing time per frequency bin
T[f], related to f € F (the standard frequency scale). The
computing time per frequency 77| f} in the non-linear scales
f € F, is then approximated by linearly interpolating the
reference T[ f], as performed in [15]. Finally, the relative
computing time up to a predefined maximum frequency F'
is then calculated as

P N
[F] = ngo s} ©6)
2 p=o TlS]

Since HRTFs can be simulated for different frequency
ranges, typically varying only the top frequency F, this figure
of merit is useful to assess the savings in processing time for
different choices of F'. Such a calculation was carried out for
HRTFs computed using a resolution of 100 Hz for the linear
portion of the scales, B = {3,6,12,18, 24} bins/octave for
the log scales, and £ = {0.5, 1, 2, 3,4} bins/ERB for the ERB
scales.

The estimated average relative computing times 7| fiax] are
shown in Figure 1 for both lin.-log and lin.-ERB frequency
scales, for comparison. The HRTFs computed with the stan-
dard linear frequency scale are taken as a reference, i.e. 100%
for all frequencies. It is worth mentioning that the savings
observed differ from results presented in [15] because the
simulations in the HUTUBS dataset use a frequency interval of

2 Available online at https://www.mesh2hrtf.org/
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Fig. 1. Relative total computing time (%) for simulations using lin.-log and
lin.-ERB resolutions. Maximum resolution of 100 Hz and results reported in
legend for F' = fmax = 22kHz).

100 Hz, whereas in [15] this value was 150 Hz. This difference
results in greater savings in the evaluations carried out here.
The different frequency scales provide similar savings in
processing time.> Interestingly, the assessments presented
in [15] suggested that B = 6 bins/octave would be close to
a minimum resolution that could yield imperceptible spectral
distortion, which indicates one should use £ > 1bin/ERB in
order to have HRTFs that are perceptually equivalent to the
ones computed using the linear frequency scale. In this case,
the relative computing time is ~ 8% (savings of ~ 92%). If
a lower top frequency were adopted for the simulation, e.g.
F = 16 kHz, the total relative cost in this case would grow to
~ 14%. For a higher resolution, e.g. using B = 18 bins/octave
and E = 3 bins/ERB, the relative processing time is ~ 20%
(savings of ~ 80%), which is already remarkably cheap. The
next evaluations will be performed for lin.-ERB frequency
scales only, given the verified equivalence in resolution.

B. Magnitude Distortion

The impact of the lin.-ERB frequency scale on magnitude
spectral distortion was measured using the log-spectral dif-
ference in auditory filters, as conducted in [18]. To this end,
the energy of each HRTF H[x,4, k] was integrated in bands
using the ERB scale, producing G[x4, kgrp], where kgrp
indexes the center frequencies f € Fgrp in an ERB scale
with resolution 1. The absolute energetic spectral differences
between a HRTF; and a reference HRTF;, in ERB scale, were
then computed as

D[d, k,T] = |101og |G1[Xd’fﬂ: , 7

10 |G2 [Xd7 f7 F}

where |.| denotes the absolute value and I" indexes the subject.
By averaging D[d, k,I'] over d and all subjects T', the average
distortion per frequency D[k] is computed. Also as conducted

3In fact, at high frequencies, an ERB scale of 1bin/ERB is best approxi-
mated by a log scale having 7 bins/octave, hence the slightly lower propor-
tional savings yielded by the lin.-log scales with multiples of 6 bins/octave.



in the HUTUBS publication [18], only directions within and
above the horizontal plane were considered. We used the same
values for resolutions £ bins/ERB mentioned in the computing
time assessment.

Results of the first evaluation are shown in Fig. 2, which
shows spectral differences between the HRTFs simulated
using the proposed lin.-ERB scale and the original simula-
tions. Spectral differences below 0.4dB are observed for all
frequency bands when using £ > 2bins/ERB. For ' =
1bin/ERB, the spectral difference reaches a maximum of
around 1.5 dB, for the frequency range above 10kHz.

Sim. (Lin.) vs. Sim. (Lin.-ERB)
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Fig. 2. Spectral differences in auditory bands between the HRTFs simulated
with the lin.-ERB scale and the originally simulated HRTFs.

Spectral differences between the acoustically measured
HRTFs and their simulated counterparts (both using the orig-
inal linear and the hybrid lin.-ERB frequency scales) were
also computed, and are presented in Fig. 3. This result closely
reproduces the spectral differences reported in [18] for acous-
tically measured HRTFs vs. simulated HRTFs. In comparison
to the acoustic measurements, which are usually considered
more accurate [7], all HRTFs simulated using £ > 1 bin/ERB
presented nearly identical spectral differences to the HRTFs
simulated using the standard linear scale, suggesting that the
spectral differences that can be observed between simulations
within this range of resolutions are irrelevant to their ability
to approximate the acoustically measured HRTFs.

C. Interaural Phase Difference

In the next evaluation, we assessed differences between the
HRTFs simulated using the linear frequency scale and: (i)
HRTFs simulated using the lin.-ERB frequency scale whose
phase was reconstructed by linear interpolation for the entire
frequency spectrum; and also (ii) HRTFs whose phase for
frequencies above 5kHz was linearly extrapolated according
to the average group delay below this frequency, as done
in [15]. An example of the different approaches for phase
mentioned is illustrated in Fig. 4, including, as a reference,
the acoustically measured HRTF.

In this plot, the problem with performing linear interpolation
of the unwrapped phase becomes visible when comparing the
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Fig. 3. Spectral differences in auditory bands between the HRTFs simulated
with the lin.-ERB scale and the acoustically measured HRTFs (dashed lines);
originally simulated HRTFs are used as a benchmark (solid line).
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Fig. 4. Unwrapped phase responses for an HRTF: acoustically measured
(‘Acst.’); standard simulation (‘Sim.”); simulations using the lin.-ERB fre-
quency scale, which has interpolated phase (‘Interp. (E bins/ERB)’); and
standard simulation with extrapolation above 5kHz [15].

phase calculated with £ = 0.5 bin/ERB with the original sim-
ulation (‘Sim.”). After 15kHz, the unwrapped phase deviates
from the reference due to aliasing, i.e. the absolute phase
difference between consecutive samples was larger than .
In this particular example, the phase values calculated using
E > 1bin/ERB did not show large deviations of this kind,
although it may happen for other HRTFs. It can be noticed
that the phase response obtained by the acoustic measurement
is considerably different from the numerically simulated one.
Finally, the straight line produced for frequencies above 5kHz
in the extrapolated phase has a slope reasonably similar to
the global slope of the interpolated phases, showing some
agreement between the group delay of the frequency range
below 5kHz and the global group delay.

While large deviations in phase response might affect timbre
perception, localization is mainly affected by interaural phase
differences (IPD). The |AIPD| between a given HRTF; and a



reference HRTF5 can be calculated as
|ATPD[k]| = [IPD(H; [k]) — IPD(Hz[k])|, where  (8)
IPD(H[k]) = £Hy [k] — £ZHR]K]. )

We first compared the |AIPD| averaged across all HRTFs
above and within the horizontal plane, for all subjects, having
the HRTF simulated with the standard linear scale as a
reference. Fig. 5 presents the resulting | AIPD] for the linearly
extrapolated phase (‘Sim. lin. extrp.”) and for the interpolated
unwrapped phase values (‘Sim. ERB’). The results show a
clear advantage in extrapolating the phase for the HRTFs
simulated with £ < 1bin/ERB. When using £ > 2 bins/ERB,
on the other hand, the results are favorable to the use of in-
terpolation, suggesting that the aforementioned aliasing effect
is occurring much less frequently, and possibly the remaining
errors observed are caused by the linear interpolation alone.

0.5 bins/ERB 1.0 bins/ERB
E 20 .
g 10 .
0 T T T T T T
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E 20 1
@ 10 .
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Fig. 5. Average AIPD for HRTFs simulated using the hybrid lin.-ERB
frequency scale, for extrapolated and interpolated phase responses; HRTFs
simulated with linear frequency scale are used as benchmarks.

The same procedure was followed to assess the average
|AIPD| using the acoustically measured HRTFs as references,
and the results are shown in Fig. 6. Interestingly, the results
suggest that the IPD obtained by linearly extrapolating the
phase simulated up to 5kHz presents better agreement with
the IPD of the acoustically measured HRTFs in all scenarios,
even having a slight advantage over the HRTFs simulated with
the linear frequency scale, above 15kHz. The results for the
HRTFs with extrapolated phase remain practically unchanged
for £ > 1bin/ERB. As for the HRTFs using interpolated
phase, their IPD get progressively better with E, and get nearly
identical to the HRTFs simulated with linear frequency scale
up to 15kHz, for E' > 2 bins/ERB.

D. Interaural Time Difference

Finally, temporal differences between the HRTFs were mea-
sured as the broadband interaural time difference (ITD), for
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Fig. 6. Average interaural phase difference for HRTFs simulated with
hybrid lin.-ERB frequency scale, having linearly extrapolated and linearly
interpolated phase responses, and for HRTFs simulated with linear frequency
scale; acoustically measured HRTFs are used as references.

HRTFs within the horizontal plane. The ITDs were indicated
by the onsets of each HRIR, following the same procedure
as in [18]. Low-pass versions of the impulse responses were
obtained using an 8th order Butterworth filter to only take
into account frequencies below 3kHz. The onset times were
then defined as the instant at which a threshold of —20dB
(measured from the absolute maximum value of the specific
HRIR) is exceeded. To increase temporal resolution, an up-
sampling of 10 times was performed. The values of |AITD|
were then computed as the absolute differences between the
ITDs of different pairs of HRTFs.

The results are presented in Fig. 7 for the HRTFs simulated
with the hybrid frequency scale having the HRTFs simulated
using the linear frequency scale as a reference, with the just
noticeable difference (JND) [25] being indicated in dashed
lines. Since the discrepancies in IPD only occur at frequencies
above 3kHz, with an exception for the simulations using
E > 0.5bin/ERB, virtually zero |AITD| is observed for all
simulations using £ > 1bin/ERB. For the HRTFs simulated
using E = 0.5 bin/ERB, some occasional deviations surpassed
the JND threshold, mainly at lateral angles.

Sim. (Lin.) vs. Sim. (Lin.-ERB)
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Fig. 7. Comparisons of interaural time differences in the horizontal plane
for simulated HRTFs: linear vs. lin.-ERB frequency scales. Individual results
(gray solid); average (black, solid) and std. (black, dashed); IND (red, dashed).

Fig. 8 depicts the results for ITDs of the HRTFs simulated



with the hybrid frequency scale and having the phase linearly
extrapolated compared to the ITDs of the HRTFs simulated
using the linear frequency scale. As should be expected, the
results are virtually the same as the ones presented above, as
the phase is only extrapolated from 5kHz upwards and the
impulse responses are low-passed at 3 kHz.

Sim. (Lin.) vs. Sim. (Lin.-ERB, EP)
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Fig. 8. Comparisons of interaural time differences in the horizontal plane
for simulated HRTFs: linear vs. lin.-ERB frequency scales, the latter having
the phase extrapolated from 5kHz upwards. Individual results (gray solid);
average (black, solid) and std. (black, dashed); JND (red, dashed).

The same assessment was repeated having the acoustic
measurements as references; the results are illustrated in
Figs. 9 and 10. The benchmark result is placed on the left side
(Ref.), and corresponds to |AITD] for the standard simulation,
replicating the results presented in [18]. As expected from the
previous evaluations, aside from the HRTFs simulated with
E = 0.5bin/ERB, the |AITD| measured are identical to the
ones found for the reference HRTFs, with only a few HRTFs
surpassing the JND limits, for the same lateral directions
mentioned above.
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Fig. 9. Comparisons of interaural time differences in the horizontal plane.
Acoustic HRTFs vs. simulated HRTF with linear frequency scale (Ref.), and
simulated HRTFs with lin.-ERB. frequency scales. Individual results (gray
solid); average (black, solid) and std. (black, dashed); IND (red, dashed).
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Fig. 10. Comparisons of interaural time differences in the horizontal plane.
Acoustic HRTFs vs. simulated HRTF with linear frequency scale, and Acous-
tic HRTFs vs. HRTFs simulated with lin.-ERB frequency scale and phase
extrapolated from 5kHz upwards. Individual results (gray solid); average
(black, solid) and std. (black, dashed); JND (red, dashed).

V. DISCUSSION

We assessed the quality of the HRTFs simulated using the
lin.-ERB frequency scale by performing numerical experi-

ments that compared them with both HRTFs simulated using
the standard linear frequency scale and acoustic measurements.
When compared in terms of magnitude distortion to the stan-
dard simulations, the HRTFs produced with £ > 1bin/ERB
provided spectral distortions below 1.5dB throughout the
entire frequency range, being primarily concentrated at high
frequencies (above ~ 9kHz). These results are, however,
irrelevant in light of the comparisons performed with acousti-
cally measured HRTFs: only when the lowest resolution tested
(E = 0.5bin/ERB) was used, HRTFs simulated with the
proposed hybrid scale differed from the HRTFs simulated with
the standard linear one, suggesting one should use at least
FE > 1bin/ERB to achieve comparable results.

As for the phase response, when taking the acoustically
measured HRTFs as references, linearly extrapolating the
phase at high frequencies using the group delay and E >
1bin/ERB has surprisingly resulted in lower |AIPD| than
interpolating the phase values within the lin.-ERB scales or
even using the phase simulated using the full linear scale. Such
an advantage is, however, only observed above 15 kHz, and the
results below this frequency are equivalent for £ > 2 bin/ERB.

Furthermore, although the phase response of HRTFs is criti-
cal for localization only up to around 3 kHz [26]-[28], it is not
clear what perceptual impact the abovementioned deviations
caused by aliasing would have. As a general conclusion, for
HRTFs simulated using £ < 2 bin/ERB, it seems preferable to
use the extrapolated phase, whereas the results are equivalent
for £ > 3 bin/ERB.

Next, assessments conducted regarding | ATTD|, which only
accounts for the overall delay of the lower portion of the
frequency spectrum, also suggested equivalence between the
HRTFs simulated with £ > 1bin/ERB and those simulated
with the linear frequency scale.

Overall, the results indicate that simulating HRTFs using at
least &/ = 1bin/ERB, provided an extrapolated phase response
above 5 kHz is used, might yield sufficiently similar results to
the standard approach for simulation of HRTFs using the BEM
in terms of similarity to the acoustically measured HRTFs.
This configuration provides savings in computing time of
around 92%, for the HUTUBS database. Nevertheless, in order
to achieve perceptual similarity to the HRTFs simulated using
the linear frequency scale, using £ > 2 bins/ERB seems to be
closer to a minimum requirement; at this point, the approach to
estimate the phase at high frequencies seems irrelevant. Such
a resolution still saves around 86% of processing time. The
more conservative resolution range of £/ > 3 bins/ERB should
provide indistinguishable results to the standard simulations,
still offering high savings in computing time (= 80%).

VI. CONCLUSIONS

In this paper, we explored employing a hybrid linear-
ERB frequency scale for numerical simulations of HRTFs
using the boundary element method. Also, two approaches for
phase calculation at high frequencies were tested: interpolation
from ERB scale to linear scale and extrapolation based on
the average group delay at low frequencies. We conducted



numerical experiments using the HUTUBS database to assess
the quality of the HRTFs produced by this approach by
comparing them with standard simulations of HRTFs and
acoustic measurements regarding distortions in magnitude,
phase, and interaural time differences. The results obtained
suggested that HRTFs simulated using our approach with
a minimum resolution of £ = 1bin/ERB did not differ
from the standard simulated HRTFs, when compared to the
acoustic measurements, roughly costing 8% of the original
computing time that standard simulated HRTFs would re-
quire. Having those standard simulations as a reference, our
assessments showed that using at least 2bins/ERB should
potentially provide seamless results, only taking around 14%
of the original processing time. In future studies, perceptual
tests should be conducted to validate the proposed approach
in realistic scenarios. For instance, the transparency of the
approximation procedure could be assessed in double-blind
experiments involving 3D simulations using both the standard
and the proposed approaches.
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