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Abstract—Music in Extended Reality (XR) is increasingly
present in both academic and industrial research. While XR
applications are more prevalent in STEM education, there is
growing interest in the use of XR for music education. This study
investigates how multi-user XR scenarios affect perceived social
presence and flow in music-related tasks, as both dimensions pos-
itively correlate with learning satisfaction and perceived learning
effectiveness. Using the multi-user applications PatchWorld and
Fortnite under different Virtual and Mixed Reality conditions,
participants played interactive musical memory games. Initial
results indicate significant differences in perceived presence but
not in flow perception depending on the XR modality, providing
valuable insights for the design of effective XR-based music
teaching tools.

Index Terms—Social Presence, Flow, Extended Reality, Virtual
Reality, Mixed Reality, Augmented Reality, Music Education

I. INTRODUCTION

Music in Extended Reality (XR) is increasingly prevalent
in academic and industrial research over the past decades. A
comprehensive review of various areas of application can be
found, for example, in [1]. While other areas of education,
such as STEM subjects, are much more prevalent in this
context [2]–[4], interest in the use of virtual environments
in the field of music education has also increased. Studies
show that XR technologies can improve the music learning
experience in primary education [5], aid in learning musical
instruments [6]–[8] and conducting [9], or are used in an
educational-therapeutic context, e.g., to reduce music perfor-
mance anxiety [10].

The emerging concept of the Musical Metaverse (MM)
presents a novel landscape for musical interaction, where
Virtual (VR), Augmented (AR), and Mixed Reality (MR) envi-
ronments converge to create immersive and interactive spaces
for musical activities [11]. As these technologies continue to
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develop, they offer significant potential for enhancing educa-
tional experiences by providing more engaging and interactive
learning environments. By situating our research within the
MM framework, we aim to provide empirical insights into
how XR technologies can advance music education practices,
aligning with the broader vision of the MM to support diverse
and innovative applications beyond traditional entertainment
contexts.

Compared to other music-related application areas of XR,
such as composition, performance, or entertainment, the pro-
portion of applications that utilize AR or MR rather than VR
is particularly high in the education sector [1]. Many of these
AR/MR systems use projectors, smartphones, or tablets to
project additional information onto musical instruments, e.g.,
onto the keys of a piano [12], [13]. Newer applications in-
creasingly use Head-Mounted Displays (HMDs), likely due to
the improved visual representation of Mixed Reality situations
in current wireless and mobile HMDs. This expansion has
also broadened the range of applications, from learning apps
for various musical instruments to applications for music the-
ory [14], historical music content [15], music production [16],
and more.

While the specific application may determine whether VR
or AR/MR is more suitable, a distinction can also be made
between applications where the user is active individually
and those that take place in a multi-user setting. Particularly
in primary and secondary school music education, numerous
teaching and learning scenarios benefit from pair or small
group work. Therefore, it is important that these scenarios are
plausible [17] within the XR environments. The experience
of (social) presence and flow can contribute significantly in
this regard. Various studies have shown that, in addition to
coherence and plausibility [18], increased (social) presence
and flow in XR environments positively correlates with learn-
ing satisfaction and perceived learning effectiveness [19]–[21]
or learning behavior [22]. Although there are some contra-



dictory results, a positive correlation between presence and
learning success is generally well documented for VR [23]. For
AR/MR, the number of studies is not quite as extensive, but
there are some recent studies in particular that find a positive
correlation between the use of AR/MR and learning [24]. The
degree of immersion is of particular importance here, which
can be increased by a perceived high level of presence [25].
There are several studies that also deal with presence and/or
flow in the context of music applications in various XR set-
tings [26]–[29], but there is a desideratum for the educational
context, which leads to the following research objectives.

A. Research Objectives

The current study investigates how different multi-user XR
scenarios (VR, MR, and screen-based without HMD), involv-
ing music-related tasks, differ in terms of perceived presence
and flow. The focus is on social presence, but other dimensions
of presence will also be measured. This will help identify
potential technical and content-related limitations for music-
related teaching and learning designs based on XR and enable
reflection on specific XR scenarios for future applications in
the field of music education.

Based on the theoretical teaching, learning and competency
frameworks of CAMIL [30] and TPACK [31], the presence
model of Skarbez et al. [32] and the flow model of Csik-
szentmihaly [33] and Hamari & Koivisto [34], we hypothesize
that perceived presence and flow are higher in Mixed Reality
scenarios than in Virtual Reality and the screen-based scenario.
Furthermore, we hypothesize that all situations using HMDs
lead to higher perceived presence and flow scores compared to
the screen-based scenario. It can be assumed that in the task
performed without an HMD, there is a separation between the
room in which the experiment takes place and the location in
which the action takes place (screen). The MR settings in turn
have the advantage that a large proportion of the environment
is real and plausible, while only a small proportion can lead to
breaks in plausibility. In the VR setting, both the entire visual
and acoustic environment are potentially subject to artifacts,
which can lead to breaks in plausibility and thus to reduced
perceived presence and flow.

II. METHOD

A. Experimental Environment

We selected PatchWorld [35] from PatchXR as the multi-
user-capable application environment for the study, as it allows
both VR and MR situations to be realized while keeping other
conditions unchanged. PatchWorld is particularly suitable for
music-related education because it enables the creation of a
wide variety of musical scenarios and tasks in a relatively
short time without requiring in-depth programming skills. This
allows teachers to create or adapt content individually. The
device used was the Meta Quest 3 with standard controllers.

For the screen-based version (without HMD), we used the
Unreal Editor for Fortnite (UEFN) [36]. Participants sat in
front of a 27” flat screen and used an Xbox controller or
mouse and keyboard for operation. We have deliberately left

the choice of input device to the participants, as choosing
the right device has a beneficial effect on user engagement,
which is often a prerequisite for learning [37]. Although the
screen-based variant is more different from the XR scenarios
in PatchWorld than the various scenarios within PatchWorld,
this variant was included because screen-based applications
(mostly with tablets) are currently the most widespread digital
systems in schools. Additionally, UEFN has the potential
to become a relevant ecosystem for XR in the future, as
there is a growing modding community focused on porting
traditional 2D games made in UE into fully functional 6-
DOF versions. For example, Fortnite, which was developed in
the UEFN, has been successfully modded in the past and the
Fortnite Creative sandbox was recently updated with musical
production features called Fortnite Patchwork.

The task, which could also be adapted for use in music
classes at school, consisted in all test conditions of finding a
total of 6 identical sounds together with a partner in a kind of
interactive musical memory game. In total, four experimental
conditions with the described task were created, each of
which had to be completed in counterbalanced order by all
participants. Since it is conceivable for MR scenarios in the
real world that the interacting persons are in the same room,
as well as that one or more persons are in a different location
and are integrated into the MR environment as an avatar, both
MR scenarios were integrated for the study. This results in the
following 4 conditions:

• C1: MR environment in PatchWorld, where the two
participants are in the same room.

• C2: MR environment in PatchWorld, where the two
participants are in different rooms.

• C3: VR environment in PatchWorld, where the two
participants are in different rooms.

• C4: 2D screen-based environment in Fortnite, where the
two participants are in different rooms.

This would result in a 3 x 2 experimental design with 3
types of visual displays (MR, VR and 2D screen) and 2 types
of co-location (co-located and spatially distanced). However, a
VR condition with participants in the same room and a screen-
based condition with participants in the same room were not
included, as the conditions would have been too similar to C3
and C4 respectively, and would probably only be of minor
importance in educational practice.

In C1, spoken communication between participants occurred
directly without technical aids. In C2 and C3, communication
was transmitted via the speakers and microphones built into
the Meta Quest 3, and in C4 via the voice chat function built
into Fortnite and headsets connected to the computer were
used.

For C1, C2, and C3, participants first created a simple, self-
resembling avatar using the ReadyPlayerMe Avatar Creator,
which is implemented in PatchWorld. [35] In Fortnite, the
default avatar was used for all participants. The avatars em-
ployed in all conditions were designed as relatively simple,
non-photorealistic full-body representations, prioritizing func-
tionality and user interaction over high-fidelity visual details.



In C2, C3, and C4, only the avatar appeared in the room
as a counterpart for the respective user. In C1, however, the
real person was superimposed with an avatar, which was not
possible otherwise in PatchWorld at the time of the study. Due
to the differences in spoken language communication and the
incomplete superimposition of the real person, the situation
perceived by the participants was significantly different from
C3, as revealed by the interviews conducted after the study.

The VR scenario consisted of a neutral environment to
avoid possible breaks in immersion due to mismatched room
acoustic conditions and the low-reflection transmission of
speech via the headset. An example of C1 compared to C3
is shown in Fig. 1.

Both the room in which the participants performed together
and the separate rooms were natural multi-functional class-
rooms, regularly used for joint musical practice with acoustic
and electronic instruments.

B. Procedure

In each condition, the two participants stood facing each
other with six colored pads hovering in front of them. There
were no other people visible in either the virtual or real space.
The experimenter was hidden behind a protective wall (C1) or
was in another room (C2-C4) and connected to the participants
via loudspeaker/microphone. Each pad concealed a specific
sound or musical sequence, with the order of the sounds
differing for each participant.

In C1, C2, and C3, the pads could be struck with the
controller as a kind of percussion instrument, while in C4,
the pads had to be activated by the push of a button. Both
participants had the task of finding and playing the identical
pairs one after the other. The task was considered complete
when all pairs had been played in succession without error.

There were several sets of sounds, such as sounds from
acoustic musical instruments, synthetic sounds, drum sounds,
or short melody fragments from classical pieces of music.
The test subjects had 5 minutes to complete as many sets
as possible. As an incentive, it was communicated in advance
that the fastest group in the study would receive double the
amount of money paid to the participants.

Since there are different strategies for solving the task,
the two partners were required to communicate and interact
extensively in the XR environments. Fig. 1 and Fig. 2 show
an example of the game situation for three conditions.

After each condition, the participants completed the same
questionnaire, each time referring to the task they had just
completed. Considering the methodological framework of Van
Kerrebroeck et al. [38], the level of subjective experience
seemed to be the most suitable for the planned task. There-
fore, Absorption and Fluency as components of Flow were
measured using the Flow Short Scale (FSS) by Rheinberg
et al. [39], presence using the German version [40] of the
Multimodal Presence Scale by Makransky et al. [41] (MPS)
and a German translation of the Co-Presence Factor of the
Networked Minds Social Presence battery (NMSP) by Harms
and Biocca [42]. A discussion of which inventories are suitable

Fig. 1. Examples of the MR (C1) on the left and VR (C3) condition on the
right

Fig. 2. Example of the screen-based environment in Fortnite (C4)

for measuring presence in general and in AR/MR scenarios in
particular goes beyond the scope of this paper, but can be
found, for example, in [43]. Inventories validated for VR are
often simply used for AR/MR as well. When selecting the
inventories for our study, we paid particular attention to the
fact that they had already been used in both VR and AR/MR
studies.

At the end of the study, the participants completed a ques-
tionnaire that included general socio-demographic questions,
questions about their XR experience, and an inventory on
musical sophistication [44] and personality [45]. This was
done to assess better and explain any potential observations or
effects in social interaction during the music-related tasks. Of
particular interest were the possible interaction effects between
presence and flow and the aforementioned covariates. The
entire study lasted approximately 60 minutes per group.

C. Participants

The participants were recruited via various mailing lists
from different institutes and disciplines at Osnabrück Univer-
sity. Similar to a typical school class, we sought participants
with a wide range of musical sophistication scores (Gold-
MSI values ranging from 46 to 132). The potential partic-
ipants’ experience with HMDs and the software used was
assessed. For participants without experience with HMDs, a
30-minute introduction was offered before the study. In total,
48 participants (M=25.65 years, SD=4.11) took part in the
study (24 female, 23 male, 1 other). This resulted in 24
groups, allowing a complete permutation of the order of the 4
conditions to avoid sequence effects. All participants received



a compensation of C20 for their participation. The study was
positively reviewed by the ethics committee of the University
of Osnabrück (AZ 4/71043.5).

D. Data Analysis

A priori power analysis was conducted using G*Power 3.1
[46] to determine the required sample size for a repeated
measures ANOVA with a within-subject factor. The analysis
aimed to achieve a power of 0.9 to detect a small effect size
(f = 0.2) with an alpha level of 0.05. The effect size was
determined via an exploratory preliminary study with N=21
participants, in which various comparable tasks in PatchWorld
were completed in different VR scenarios (same room, differ-
ent rooms, with headset, direct voice communication, etc.).
The correlation among repeated measures was set to 0.5, and
the nonsphericity correction (ϵ) was conservatively set to 1.
The power analysis indicated that a minimum sample size of
N = 46 participants would be required to achieve the desired
power.

Repeated measures analyses of variance (ANOVA) were
conducted to compare the effects of the four different con-
ditions on the scores of the two presence inventories and the
flow inventory. The within-subject factor was ”condition” with
four levels (C1, C2, C3 and C4). The dependent variables were
the scores from the MPS, the Co-Presence factor of the NMSP,
and the FSS.

Initially, ANCOVAs were conducted to examine whether
personality traits, musical sophistication, and XR experience
influenced the results. However, none of these covariates
showed significant interaction effects with the within-subject
factor in the ANCOVAs. Therefore, the covariates were ex-
cluded from the final repeated measures ANOVA.

Mauchly’s test of sphericity was used to test the assumption
of sphericity. Where the assumption was violated, degrees of
freedom were corrected using Greenhouse-Geisser estimates
of sphericity. Pairwise comparisons were conducted using
Bonferroni adjustment for multiple comparisons. Effect sizes
for significant pairwise comparisons were calculated using
Cohen’s d with pooled variance.

The statistical analyses were carried out with IBM SPSS
Statistics Version 28.0.1.1 (14).

III. RESULTS

Repeated measures analyses of variance were conducted,
with the three presence factors of the MPS inventory
- physical, social and self-presence - as the dependent
variables. There was a significant effect for physical
(F (2.566, 120.593) = 36.845, p < 0.001, η2p = 0.439),
social (F (3, 141) = 43.097, p < 0.001, η2p = 0.478)
and self-presence (F (2.464, 115.787) = 36.845, p < 0.001,
η2p = 0.614). A significant effect was also found for the
dependent variable co-presence from the NMSP inventory
(F (2.222, 104.425) = 18.358, p < 0.001, η2p = 0.281). The
significant pairwise comparisons for the different presence
factors are shown in Table I. The mean values and 95%
confidence intervals are illustrated in Fig. 3.

TABLE I
SIGNIFICANT PAIRWISE COMPARISONS AND EFFECT SIZES

Measure Condition MD SE p d

Physical Presence

C1 - C2 0.513 0.175 0.031 0.52
C1 - C4 1.908 0.198 < 0.001 1.95
C2 - C4 1.396 0.197 < 0.001 1.44
C3 - C4 1.675 0.216 < 0.001 1.57

Social Presence

C1 - C3 0.492 0.157 0.018 0.50
C1 - C4 1.658 0.197 < 0.001 1.52
C2 - C4 1.379 0.176 < 0.001 1.36
C3 - C4 1.167 0.193 < 0.001 1.06

Self-Presence
C1 - C4 2.350 0.232 < 0.001 2.04
C2 - C4 2.225 0.200 < 0.001 2.12
C3 - C4 2.258 0.203 < 0.001 2.09

Co-Presence

C1 - C3 0.333 0.118 0.041 0.35
C1 - C4 0.972 0.168 < 0.001 1.00
C2 - C4 0.729 0.157 < 0.001 0.78
C3 - C4 0.639 0.162 0.002 0.67

Fig. 3. Results for the MPS and NMPS presence inventories. All rating scales
range from 1 (strongly disagree) to 7 (strongly agree).

Fig. 4. Results for the FSS flow inventory. All rating scales range from 1
(strongly disagree) to 7 (strongly agree).

Further repeated measures analyses of variance (ANOVA)
were conducted, with the three factors of the FSS inventory
- fluency (smooth pursuit of action), absorption and flow
experience (a combination of fluency and absorption) - as



the dependent variables. No significant effects were found
for fluency (F (3, 141) = 0.485, p = 0.693, η2p = 0.01),
absorption (F (3, 141) = 0.253, p = 0.859, η2p = 0.005) or
flow experience (F (3, 141) = 0.318, p = 0.727, η2p = 0.009).
The mean values and 95% confidence intervals are illustrated
in Fig. 4.

IV. DISCUSSION

Perceived presence in multi-user music-related educational
settings was moderate to high for all VR and MR conditions,
while the screen-based condition showed significantly lower
values for all presence subscales examined. Since digital
teaching in music lessons currently takes place with screen-
based systems, mostly tablets, the (additional) use of XR
seems to be beneficial, as previous research has shown how
the use of XR environments correlates positively with learning
satisfaction and perceived learning effectiveness, especially
when there is a high social presence [19], [22].

For social presence and co-presence, the MR situation with
users in the same room is associated with significantly higher
values compared to the situation in separate rooms. Follow-
up interviews indicated that this difference could primarily
be attributed to direct communication (without microphone,
loudspeaker or headset) rather than the spatial situation. This
distinction is not relevant for physical and self-presence. It
would therefore be interesting for future studies to look at
the audio characteristics and investigate the possible influence
of audio quality, latency or spatial plausibility. Regarding
physical presence, the VR situation was rated significantly
lower than the MR situation C1 and tended to be worse than
C2. This is likely because the physical space is visible in both
MR conditions, regardless of the task and the game partner.

However, since both MR situations perform similarly well,
even if the same-room situation is preferable, combining both
conditions offers the possibility of conducting a learning unit
simultaneously with a group in the classroom and additional
participants in other locations. Whether this is done for didac-
tic reasons or due to individual/spatial circumstances related
to the user, it enables better inclusion of participants.

For all other presence measures, the VR condition is not
rated significantly different from the MR conditions. This
indicates that both MR scenarios are suitable for use in a music
education context if the content is appropriate. In multi-user
settings, MR in the same room tends to achieve slightly higher
presence values than VR. As a side effect, VR-associated
problems such as motion sickness can be avoided, and the
educational settings are not subject to any length restrictions
based on these issues.

Contrary to the differences found for perceived presence,
no differences were found for perceived flow during the task.
Even C4, the screen-based condition did not differ significantly
from the other conditions. However, the average values of
absorption (M=5.17, SD=0.94), fluency (M=5.49, SD=1.18),
and flow experience (M=5.36, SD=0.9) indicate that in all con-
ditions no disruptive factors particularly disturbed the process,
and participants were able to engage well with the task. One

possible reason for the small differences in flow compared to
presence could be the relatively short tasks combined with the
existing time pressure.

Comparing these average values with reference values from
other studies in the field of music [47], [48] or other domains
(for an overview in the field of sport and exercise see [49]),
where flow was measured/verified with the FSS or comparable
inventories like the Flow State Scale [50], the values from the
current study are comparable or slightly above the average
reported values. Therefore, there was no particularly low level
of flow experience.

V. CONCLUSIONS

A. Limitations

One fundamental limitation is due to the short innovation
and development cycles of XR hardware and software. More
visually and acoustically natural MR environments, along
with their implementation in music-related software, will
likely make the observed differences between the various MR
conditions, and between MR and VR conditions, even more
pronounced. This is particularly relevant for the realization of
the avatar in the MR situation in the same room (C1), where
the real person was partially superimposed by the avatar. Ad-
ditionally, while the perceived directional and spatial-acoustic
plausibility and authenticity are naturally maximized in C1,
this was not specifically considered for all other conditions.

Possible interaction effects could be reduced if the different
situations were made more similar in terms of confounding
variables, such as by using the same controllers for the 2D
screen-based variant as in the XR variants.

With regard to the measurement instruments, it should be
taken into account that questionnaire inventories can only cap-
ture subjective perceptions to a limited extent. The continuous
recording of social presence and flow or the recording of
psychophysiological data and orienting responses could be
considered for future studies [51].

Moreover, a very simple musical memory game was delib-
erately chosen for the task so that participants could quickly
familiarize themselves with the tasks and focus on interacting
with their partner. In a real-life music lesson, more realistic
tasks or sound blocks that promote melodic, harmonic, or
rhythmic understanding are conceivable.

To further validate these findings, more ecologically valid
situations, such as real classroom scenarios with students using
content from their respective grade level curricula, should
be employed to determine if the observed effects can be
confirmed. In this context it would also be beneficial to
measure learning outcomes and learning satisfaction more
directly.

B. Outlook

The specific use of multi-user Virtual, Augmented or Mixed
Reality applications with a high degree of social presence
and flow perception opens up a wide range of possibilities,
especially for music lessons. Students and teachers can in-
teract creatively in a virtual or augmented space (singing,



instrumental playing, movement, etc.), while the movements
and interactions are recorded and visualized for later analysis,
reflection and evaluation [8]. Another particularly suitable area
is the instruction of music-making in groups (school choirs,
ensembles, orchestras, etc.) or the integration of algorithmi-
cally controlled virtual humans as collaborative partners in
musical tasks [38].

Our findings on perceived presence and flow contribute
to advancing the state-of-the-art in the Musical Metaverse
research field [11] by offering empirical insights into how
different XR modalities can impact learning and user en-
gagement. Specifically, the results indicating higher perceived
presence in MR scenarios align with the MM’s potential to
create more realistic and engaging environments for users.
Moreover, the study’s focus on education complements the
MM research agenda by showcasing how these advanced
digital spaces can support music learning and performance,
thus extending the MM’s applicability beyond entertainment
to structured educational contexts.

As the MM continues to evolve, the implications of our
study suggest that integrating educational frameworks such
as CAMIL and TPACK with the MM’s technological in-
frastructure could foster more inclusive and effective music
education paradigms. Future research could further explore
these intersections, investigating how the MM’s immersive
and networked environments can be tailored to support diverse
learning objectives, thus enhancing both the technological and
pedagogical dimensions of music education.
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